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Abstract  

Accurate and reliable real-time fall detection is a key aspect of any intelligent elderly people 
care system. A lot of modern RGB-D cameras can provide a skeleton description of a human fig-
ure as a compact pose presentation. This makes it possible to use this description for further analy-
sis without access to real video and, thus, to increase the privacy of the whole system. The skele-
ton description reduction based on the anthropometrical characteristics of a human body is pro-
posed. The experimental study on the TST Fall Detection dataset v2 by the Leave-One-Person-Out 
method shows that the proposed skeleton description reduction technique provides better recogni-
tion quality and increases the overall performance of a Fall-Detection System. 
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Introduction 

According to the World Health Organization [1], eve-
ry year there are near 37.3 million falls with quite serious 
consequences, after which medical care is required. Also, 
about 650 thousand fatal falls occur annually, which 
makes such falls the second most important cause of 
death after traffic accident injuries. The type and severity 
of injuries sustained as a result of a fall can depend on 
age, gender, or person condition of health. Age is one of 
the main risk factors for falls [1]. The highest risk of 
death or serious injuries as a result of fall threatens elder-
ly people and this risk increases with age. Besides, people 
after the fall, especially elderly people who did not get 
medical help in time are exposed to a significant risk of 
the need for follow-up care and placing them in a special 
health facility. In this regard, recently there has been a 
growing interest in on-line fall detection systems based 
on round-the-clock monitoring data. 

The “fall” is defined as an event when a person unin-
tentionally finds oneself lying on the floor or on the 
ground. Falls are a serious problem for social healthcare 
worldwide.  

The fall detection system besides accuracy, specificity 
and reliability must have two important properties for eve-
ryday usage: unobtrusiveness and confidentiality. Accord-
ing to research [2] elderly people are more likely to adopt 
in-home surveillance technologies if they are private and 
unobtrusive, namely, if they do not bring discomfort in 
everyday life, do not require to wear and maintain any de-
vice and to attain new technical skills and, that is extremely 
important, they do not capture any video images. 

The privacy aspect is especially important for the real-
ization of such a system since it can reduce the anxiety of 
people under surveillance. Monitoring systems with high-
resolution cameras demonstrate good enough recognition 
accuracy and allow to avoid the use of wearable devices. 
However, it is difficult to cover all areas of the room with 
a cameras field of view. There can be “blind spots” – 
places that will not be available for the camera, for exam-
ple, due to large-sized furniture that can obstacle monitor-
ing object. In addition, capturing and processing of high-
resolution video does not allow to fully preserve confi-
dentially of received information. Alternatively, for ex-
ample, infrared sensors can be used [3]. Nevertheless, 
some research indicates that the presentation of a human 
figure in the form of silhouettes [4] or skeletons [5] al-
lows to preserve confidentiality and therefore can de-
crease people's concern regarding personal privacy in 
surveillance system based on image and video pro-
cessing. Description of a human pose is based on the rep-
resentation of the figure by a set of segments correspond-
ing to the limbs and torso joined together at the points 
approximately corresponding to the joints. The spatial 
coordinates of these points, together with the straight 
lines that connect them, form a graph, which is usually 
called a skeleton description of human pose. Such skele-
ton model provides an ability to build depersonalized fea-
ture description for human activity monitoring.  

Nowadays the market has gotten depth sensors that al-
low to obtain a skeleton description in real-time, such as 
Microsoft Kinect, Intel RealSense, Orbbec Astra Pro. 
Comparative characteristics of cameras are presented in 
the table 1. 
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Table 1. Comparison of RGB-D cameras with the ability to skeleton build 
Device name Microsoft Kinect v1 Microsoft Kinect v2 Intel RealSense 435i Orbbec Astra Pro 

RGB Sensor Resolution and 
Frame Rate 

640×480 @30 fps 1920×1080 @30 fps 1920×1080 @30 fps 1280×720 @30 fps 

Depth Sensor Resolution 
and Frame Rate 

320×240 @30 fps 512×424 @30 fps 1280×720 @90 fps 640×480 @30 fps 

Maximal operating distance 4.5 m 4.5 m 10 m 8 m 
Horizontal Field of View 57 deg 70 deg 87 deg 60 deg 
Vertical Field of View 43 deg 60 deg 58 deg 49.5 deg 
Number of skeleton points 17 25 19 19 
 

These technologies allow to obtain skeleton descrip-
tion and exclude other identifying features as well as 
source image itself. Devices perform analysis of image 
and build a skeleton model of a person without external 
computing facilities, therefore photo and video data are 
not sent to remote servers for processing. 

Furthermore, there are several methods to build a 
skeleton with additional software on the depth map. Re-
cently, there have been ways to build skeletons using 2D 
images from a conventional RGB camera, for example, 
PoseNet technology [10].  

In the literature on fall detection there are three main 
groups of human figure representation based on skeleton 
description using RGB-D sensors. 

The first group of methods uses General skeleton ge-
ometric characteristics, such as bounding rectangle, geo-
metric moments and their invariants, position and dis-
tances from specific skeleton point, for example, the dis-
tance from the point, corresponding to the head or mass 
center, to the floor, etc. These methods are less sensitive 
to the skeleton estimation defects but do not have enough 
flexibility to operate well in the complex or changing en-
vironment. For example, the method [3] uses an RGB-D 
camera fixed on tripod and skeleton geometric character-
istics are used for fall detection. This is based on speed 
measurement of width, height and depth changing of 
bounding rectangle and makes it possible to detect fall in 
real-time with sufficient accuracy and exclude false trig-
gering during normal people activity (for example, lying 
on the bed or the floor). This method does not require 
knowledge about the scene, such as the equation of the 
floor plane. The algorithm [11] uses an RGB-D camera 
located under the ceiling and directed downward. This lo-
cation allows to practically avoid blocking a person with 
objects in the room. The fall is determined by skeleton 
point coordinates according to the simple threshold rule 
as 0.4 m relative to the floor distance. This algorithm uses 
only 3D information from the camera, that makes it in-
variant to ambient light, and it also increases the confi-
dence of the system, because it is impossible to see the 
face by the 3D camera from such position. The disad-
vantages of this method are limited field of view with this 
camera location and difficulty of detection such daily ac-
tivity like sitting and lying.  

Method [12] also uses a bounding rectangle together 
with the first derivative in height and the first derivative 
in the width-depth composition. But these parameters are 

subject to noise because of the low accuracy of the sen-
sor. The method involves the use of the Kalman filter for 
a more accurate estimate of the rate of change of height 
and the composition of width and depth. The next idea is 
used for excluding false triggering during usual action: y-
coordinate of the upper left corner of tracking bounding 
rectangle, because it is close to y-coordinate of the head 
center. Fall is identified when this coordinate is below the 
required threshold.  

Method [6] uses distances from skeleton to floor. This 
method requires the presence of the floor in the monitor-
ing zone. Fall is detected, when skeleton points (head, 
shoulder center, the center of pelvic, left and right ankle) 
located below the required threshold. Nine types of geo-
metric features are presented in [13]. A concatenation of 
all of them is used as pose and motion representations. 
Work [14] also utilizes that set of relational geometric 
features. 

The second group of methods utilizes the correspond-
ence between the skeleton and human body parts. Human 
body representation like hinge system of rigid segments 
connected by points (joints) and person movement con-
sidered as a continuous change of these segments loca-
tions. Therefore, if it is possible to reliably extract and 
track the human skeleton, then movement recognition can 
be performed by identification of real-time rebuilding a 
skeletal model method [8]. Other methods take into ac-
count that the human body moves in accordance with the 
shapes, lengths and locations of the bones, which are 
more obvious and stable to observe [15]. Work [16] con-
siders the relations of neighboring parts of a human body 
(two arms, two legs and torso). 

The third group is based on the position of skeleton 
vertices in three-dimensional space, approximately corre-
spond to the joint locations. The pairwise relative posi-
tion of skeleton vertices [7] or skeletal covariance matri-
ces [9] are often used to pose description. However, the 
relative positions themselves are not enough for exact fall 
detection and additional space-time characteristics could 
be applied [17]. 

In the work [5] the matrix of pairwise Euclidean dis-
tances between skeleton vertexes, the speed of changing 
of these distances between neighboring frames and inter-
frame speed of changing of these characteristics are sug-
gested to use as a data feature description in a fall detec-
tion system. In addition, the height of some selected 
points is used. Distances matrix is built on the skeleton 
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points provided by the RGB-D sensor Microsoft Kinect 
V2. The transition from explicit 3D coordinates of skeleton 
points to generalized representation in the form of a pairwise 
distances matrix at least makes it difficult for malicious at-
tempts to pose restoration of the human being monitored. 

In this work, we propose the method for reducing skel-
eton features description, which is used in [5], based on an-
thropometric features of the human body what allows to 
exclude twenty-four redundant features. Experimental re-
search, conducted on the TST Fall Detection v2 dataset 
[18], showed that the proposed method of reducing fea-
tures description doesn’t cause deterioration of quality and 
allows to improve performance by decreasing overfitting 
and at the same time to raise the speed of calculation. Re-
sults were received by the procedure of quality assessment 
based on the Leave-One-Person-Out method [19]. 

Principles of the fall detection system development 

Using human figure skeleton description received by 
the RGB-D sensor allows to build a fall detection system 
without wearable sensors, what makes the system more 
comfortable for elderly people, and also without direct 
usage of video and photo information during analysis that 
reduces the risk of unauthorized distribution of confiden-
tial information. The existence of different RGB-D cam-
eras allows to choose a device that is least affected by 
lighting conditions and provides a more accurate skeletal 
description of the pose and therefore makes the task of 
human figure detection and segmentation easier.  

In the work [5] a system of fall detection is proposed. 
The general architecture of the system is shown in fig. 1.  

 
Fig. 1. The general architecture of the proposed system 

The system is a software and hardware complex that 
includes an RGB-D sensor and client-server application. 
The system provides a device connected to a cellular 
network as an operational alert. It should be noted that in 
the case of a registered fall an alarm sent firstly to the 
person being monitored (to a mobile phone or special de-
vice) for confirmation and if he or she is able to react to 
the message, then the subsequent distribution of the warn-
ing message should be stopped for preventing false alarm. 
Otherwise, relatives and/or social worker will receive an 
emergency notification. Several levels of private access 
to event information are offered. At the lowest level, only 

information contained directly in the message itself is 
available. On the second level a real RGB-video of a per-
son fall is replaced with a reliable animated avatar based 
on skeleton description. The third level is intended for a 
detailed analysis of the situation using the actual fall de-
tection video record [5]. 

As a result of statement [7], that pairwise relative po-
sitions of the joints provide more distinguishing features 
than 3D coordinates of skeleton points, the Euclidian ma-
trix of the distance between joints, normalized by the 
height of the monitored figure, is used as feature descrip-
tion of a human pose. 

In addition, the feature description is expanded by the 
dynamics of the pose in terms of the characteristics of 
speed and acceleration between frames. The data matrix is 
built based on the skeleton, which is obtained from points, 
provided by the Microsoft Kinect v2 RGB-D sensor.  

In the work [5] points, that correspond to the fingers 
of the hands and feet coordinates in space, were excluded 
because these elements of skeleton are rather flexible and 
they do not carry useful information. Eventually, only 17 
from 25 points of skeleton provided Microsoft Kinect v2 
are considered, as shown in fig. 2.  

 
Fig. 2. Skeleton description of human, provided by Microsoft 

Kinect v2, and ovals indicate points that are excluded  
from the skeletal description 

Thus, in the work [5] a total of 459 features reflecting 
the distance, the rate of change of distance and the change 
in the rate of change of distance on each frame starting 
from the second are considered. Then Cumulative SUM 
procedure [20] is applied for combining single solutions 
on consecutive frames.  

Because Microsoft Kinect v2 does not always provide 
a stable skeleton representation it is necessary to detect 
frames with incorrectly constructed description and ex-
clude them. It is difficult to mark such a large number of 
frames with mistakes manually, therefore one-class SVM 
classifier [5] is applied to find and exclude these frames 
(outliers) from the training set based on skeleton feature 
representation. At the test stage, the output of the two-class 
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classifier for such frames was replaced by a zero value, 
which means that the object lies directly on the separating 
hyperplane. The final decision is based on adjacent frames 
using the Cumulative SUM procedure [5].  

The following results were obtained on the entire TST 
Fall Detection dataset v2: number of outliers in frames 
containing falls – 803, number of outliers in frames not 
containing falls – 391. Examples of frames with and 
without outliers are given in fig. 3. 

(a)  (b)  

 (c)  (d)  
Fig. 3. Examples of frames with outliers (c) and without outliers 

(а, b, d) 

After excluding outliers from the training set two-
class classifier was trained to separate classes of fall and 
normal human activity. In the method [5] accuracy 0.917 
was attained. The quality measurement of classification

 was based on the Leave-One-Person-Out method with 
excluding records of the particular person from the data-
base entirely. 

Reduction of the skeleton based feature description 

In this work we propose to reduce the skeleton de-
scription by taking into account human anthropometric 
features. Keep in mind that the recognition quality de-
pends on careful selection of features that maximally 
eliminate redundant information that can lead to the use 
of complex models and over-fitting. One can come to a 
simpler description of the skeleton by reducing the size of 
the source distances matrix. It is proposed to exclude the 
skeleton points distances, which do not change during 
any movement of a human, that makes such information 
about human dynamics and the change of these distances 
redundant. From this point of view, distances between 
joints: shoulder and elbow, elbow and wrist, hip and 
knee, knee and ankle should be considered as redundant 
information. Also, the data of speed and the acceleration 
of changes in these distances should be excluded. The 
Diagram of the variance of distances across the frames of 
the entire data set is shown in fig. 4. Distances that were 
excluded are highlighted in red. Quite a high variance of 
redundant data relative to the other distances shows that 
these distances introduce distorted information to the pose 
description. In accordance with the nature of distance 
changes in video sequences, six features with low disper-
sion were found which are marked in blue in fig. 4. 

 
Fig. 4. Diagram of the average square deviation of distances between points of the skeleton.  

Red color indicates distances excluded based on anthropometric data,  
and blue color indicates distances that are proposed to be excluded based on the experimental data 

These features also correspond to anthropometric 
characteristics. This is the distance from base of spine to 
left and right hip joints, the distance between these joints 
themselves, the length of the cervical spine and head size 
(fig. 5). Such distances are also excluded from the feature 
description. 

After reduction, just 122 features remain in the spatial 
feature description of the object. In fig. 5, all excluded 
from feature description distances are marked.  

Besides, heights of 17 points are used, thus the num-
ber of pose features equal to 139 instead of the original 
153 before excluding distances [5]. As in [5], human ac-
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tivity dynamics is considered as information of skeleton 
description on several neighbors’ frames. Differences in 
posture features on neighbor frames give an additional 
139 features (interframe speed). Finally, 139 attributes 
are added to reflect the change of interframe speed char-
acteristics between neighbor frames (acceleration). Thus, 
the pose description has 417 features instead of the origi-
nal 459. The general flowchart of the proposed system is 
shown in fig. 6. 

Experimental results 

In the literature, relatively few databases that contain 
the Microsoft Kinect v2 data of the human activity, in-
cluding falls, are described. A fairly broad survey can be 
found in the work [14]. In the work [5], the TST Fall De-
tection v2 database was used for the experimental study 
of the fall detection algorithm [18]. It contains depth 
frames and skeleton description points in the space data 
which are collected by Microsoft Kinect v2 and presented 
as records of various durations. A dataset consists of rec-
ords that reflect normal activity and fall records modeled 
by 11 actors. The dataset contains activity of daily living 
(ADL) in the following categories: sit, bend down and 
grasp something, walk, lie down and action related to 

falls category (FALL): fall forward, fall back, fall side-
ways, fall back, and end up in a sitting position. 

 
Fig. 5. Reduced skeleton description of human, red-shaded 

ovals indicate excluded points in [5] and red ovals – distances 
that are excluded based on anthropometrical features  

and blue ovals – distances that are excluded  
based on analysis of variance 

 
Fig. 6. The general flowchart of the proposed fall detection system

The total number of records on the TST Fall Detec-
tion v2 dataset is 264 and the general number of frames – 
46 418. The frame rate of records is 30 frames per sec-
ond. The shortest record lasts 2.5 s (75 frames), and the 
longest one lasts 15.4 (463 frames). 

This set is one of the most recent datasets which have 
quite a large number of videos with various content, so 
right this dataset was selected for experiments. 

All records in the TST Fall Detection v2 database are 
marked as containing and non-containing frames with 

falls. However, in addition to frames with a fall, there are 
frames in the records, which are marked as fall-
containing, that show the normal activity of people. For 
example, frames on which the actor walks or lies. Obvi-
ously, such frames do not belong to the fall. Therefore, 
every frame in the database must be marked as the FALL 
category frame or as the ADL category frame. 

In previous work [5] authors made the frames markup 
for all records in the fall category. The number of frames 
related to falls is 8 306. The shortest, average and longest 
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time of falling is 0.9 s (27 frames), 2 s (62 frames) and 
3.2 s (97 frames) respectively. In fig. 7 the positions of 
fall category fragment in the record are shown. Dark grey 
color corresponds to the frame with the fall and light grey 
color – without fall. Since the question of the exact defi-
nition of the beginning and the end is quite disputable, 
the decision to use the consistent solution of several ex-
perts was accepted. 

 
Fig. 7. Representation of markup of database records in the 

form of segmented lines, where dark grey marks falls, each line 
corresponds to the single video record 

The advantage of such markup is the ability to more 
accurately evaluate the quality of the fall detection algo-
rithm in certain time positions of the fall beginning and

 end. Taking into account the proposed method of reduc-
tion of the skeleton description the preliminary data ma-
trix contains 45809 objects of two classes – FALL (8306) 
and ADL (37 589) in the space of 417 features. 

For quality estimation of classifier in a reduced fea-
ture space the modified version of the cross-validation 
procedure was used. To simulate the actual conditions of 
applying the classifier to an unknown scene with a new 
person, for each experiment information about a particu-
lar person is completely removed from the database, and 
the classifier is trained only on the remaining ten persons. 

Recognition quality (the ratio of correctly recognized 
records to their total number) is evaluated for the person 
which was previously deleted from the database.  

This procedure is repeated 11 times and eventually the 
average for all results is found. Table 2 represents the eval-
uated quality, accuracy and delay in frames for each actor. 

A complete study with the consecutive exclusion of 
each actor shows 0.936 classification accuracy for all 
records. Accuracy of coincidence in position and duration 
of fall segments estimated by the proposed method and 
marking by experts is 0.876. The average delay of start-
ing position obtained by the classifier on test records is 
9.52 frames. The accuracy of the developed algorithm in 
comparison with other state-of-the-art algorithms is 
shown in table 3. 

Table 2. Recognition indicators for eleven actors 

Actor 
Parameter 1 2 3 4 5 6 7 8 9 10 11 

Classification 
accuracy 0.958 0.917 0.914 1 0.833 0.917 0.958 0.958 0.917 0.958 0.958 

Accuracy of  
coincidences in 
position and 
duration 

0.891 0.894 0.838 0.871 0.856 0.868 0.844 0.876 0.861 0.854 0.901 

Average delay 
of fall start posi-
tion,  
in frames 

4.916 9.583 11.330 2.917 10.500 10.330 22.250 4.250 3.750 20.417 4.500 

Table 3. The accuracy of fall detection algorithms on TST Fall Detection Dataset v2 

Method Source data Classifier Evaluation Scheme Accuracy 

Gasparrini et al., 2016 [21] Skeleton joint position; 
accelerometer data 

Empirical thresholding 
rule Not described 0.990 

Fakhrulddin et al., 2018 [22] Two accelerometers 
time-series data CNN 

Separate data on 
90 % and 10 %, then 

averaging 
0.923 

Hwang et al., 2017 [23] Depth map 3D-CNN 

5 random trials from 
240 and 24 records 

splitting and averag-
ing 

0.942 

Min et al., 2018 [24] Skeleton joints  
information SVM Not described 0.920 

Seredin et al., 2019 [5] Skeleton joints  
information 

SVM + 
One-class classifier + 

CUSUM 

Leave-One-Person-
Out 0.917 

Our Reduction of skeleton 
joints information 

SVM + 
One-class classifier + 

CUSUM 

Leave-One-Person-
Out 0.936 
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Conclusion 

We propose a method of reduction of the skeleton fea-
ture description, used in [5]. The method allows to ex-
clude 42 redundant features based on the anthropometric 
characteristics of a human body.  

Research on the TST Fall Detection v2 database 
shows that a proposed method of features description re-
duction does not lead to a deterioration in the falls recog-
nition quality, but on the contrary, it allows to improve 
the characteristics of the human activity monitoring sys-
tem by reducing overfitting. 

As a result, the accuracy of fall detection recognition 
was increased from 0.917 to 0.936 and the accuracy of 
the coincidence of fall moment on the test dataset was 
changed from 0.879 to 0.877. Delay of starting position 
was increased by 3 frames, that is not significant losing. 
General calculation speed with new recognition models 
was increased by 15 – 20 %. These results were received 
by a quality assessment procedure based on the method of 
consistently excluding one person from the training set. 
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