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Abstract  

The division of network community is an important part of network research. Based on the 
clustering algorithm, this study analyzed the partition method of network community. Firstly, the 
classic Louvain clustering algorithm was introduced, and then it was improved based on the node 
similarity to get better partition results. Finally, experiments were carried out on the random net-
work and the real network. The results showed that the improved clustering algorithm was faster 
than GN and KL algorithms, the community had larger modularity, and the purity was closer to 1. 
The experimental results show the effectiveness of the proposed method and make some contribu-
tions to the reliable community division. 
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Introduction 

With the development of society, various relation-
ships in real life become more and more complex, form-
ing various types of systems, such as information sys-
tems, transportation systems, power systems, satellite 
system [1], etc. If individuals in these systems are repre-
sented as nodes and relationships between individuals are 
represented as edges, a complex network can be obtained 
[2]. Complex network has a community structure, which 
contains the hidden relationship between nodes [3]. The 
division of community structure is one of the focuses of 
complex network research and has been widely con-
cerned by researchers [4]. Golsifid et al. [5] designed a 
clustering model based on objective function, represented 
the degree of community membership with fuzzy num-
bers, and verified the effectiveness of the method through 
experiments. Bai et al. [6] proposed an iterative search 
algorithm, performed the initial partition before the start-
ing of the algorithm to improve the quality of community 
division, and verified the efficiency of the method in 
community division through experiments on real net-
works. Zhang et al. [7] designed a fuzzy community divi-
sion method to iteratively propagate the membership de-
gree of all nodes and make full use of network topology 
information and found through the experiments that the 
method had low computational complexity and high per-
formance. Zhang et al. [8] divided communities with 
spectrum clustering algorithm and established user simi-
larity model which had a good performance in large-scale 
social network community division. This study mainly 
analyzed the application of intelligent clustering algo-
rithm in community division, improved the Louvain 
clustering algorithm, and verified the reliability of the 
method through experimental analysis. The method is 
conducive to improving the efficiency and quality of 
community division and can be promoted and applied in 
practice. 

Complex networks and communities 

It is assumed that there is a network  

 ,G V E , (1) 

where V stands for node and E stands for edge. The de-
scription of the network is as follows. 

(1) Clustering coefficient: if node v has x neighbor 
nodes and E edges. The clustering coefficient is: 
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and the average clustering coefficient is: 
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Degree distribution: if adjacency matrix is 
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then the degree is: 
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Degree distribution p(k) represents the proportion of 
nodes with degree of k in the network, 
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(2) Average path length: the average value of any dis-
tance between two nodes dij, 
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The community structure in the network is shown in 
Fig. 1. Similar nodes exist in the same community, and 
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there are many connections between nodes in the same 
community. At present, there are many methods about 
community division, including graph segmentation [9], 
label propagation [10], hierarchical clustering [11], ma-
trix spectrum [12], etc. 

 
Fig. 1. Community structure in the network 

When processing community division, the evaluation 
of the division result is an important part. Generally it is 
evaluated by modularity and purity. 

(1) Modularity: for 

 ,G V E , (8) 

the number of nodes is n, the number of edges is m, the 
degree is k, and the expectation of the edge between node 
i and j is ki kj

 / 2m, then the modularity is: 
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and its value is between –1 and 1; the larger the value is, 
the better the division result is. 

Purity: If the division result of community is: 

  1 2, , , oH H H H   (10) 

in the real situation, where o stands for the number of 
communities, then there is Hi

  Hj= for any i  j. The 
division result of the algorithm is: 

 1 2, , , oG G G G  . (11) 

The purity is:  
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and its value is between 0 and 1; the closer to 1, the clos-
er the results to reality. 

Community partition based  
on intelligent clustering algorithm 

1. Clustering algorithm 
Louvain algorithm is a typical hierarchical clustering 

algorithm, which is simple and efficient, and has ad-
vantages in large-scale network processing [13]. The 
steps of the algorithm are as follows: 

(1) The initialization nodes are independent commu-
nities, i.e., the number of nodes = the number of com-
munities. 

(2) Node i is added to the community of neighbor 
node, and increment Q of modularity at that moment is 
calculated. The maximum value Qmax is taken. If  

max 0Q  , (13) 

the node will be added to the community, otherwise it 
will remain unchanged. 

(3) Step (2) repeats until the modularity no longer 
changes. 

(4) The community obtained in step (3) is taken as the 
supernode, and the above steps repeat until the modulari-
ty remains unchanged. 

Lougain algorithm has a high running speed and a 
better division of small-scale communities. However, it 
only considers the link information between nodes, which 
makes the compactness of nodes decline and may affect 
the accuracy of the division results. Therefore, this paper 
improves the algorithm based on the similarity of nodes. 
2. Node similarity 

There are many methods to calculate the similarity of 
nodes, and the classic ones are some algorithms which 
consider the number of common neighbors as the standard: 

(1) common neighbor (CN): 

     ,s i j i j   , (14) 

(2) cosine similarity (Salton): 
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(3) HPI (hub depressed index): 
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where N(i) stands for a set of neighbor nodes, k refers to 
the degree, and |N(i)  N(j)| refers to the number of 
common neighbors. 

There are also algorithms based on the degree of 
common node, mainly Adam-Adar (AA) [17] and Re-
source Allocation (RA). According to AA algorithm, the 
larger the degree of node, the higher the contribution de-
gree. The calculation method is as follows: 
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where c stands for the common neighbor node and kc re-
fers to the degree of c. 

According to RA algorithm, the common neighbor 
node can distribute its resources equally to neighbor 
nodes, then its similarity is the total resources received 
from i by node j; the calculation method is: 
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In this study, RA algorithm is selected to obtain node 
similarity. In order to further improve the accuracy of 
community division, RA algorithm was improved. Based 
on the relationship between common neighbor nodes, an 
improved RA algorithm is obtained: 
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where bt stands for the total number of edges in the net-
work which is composed of node i and j and their com-
mon neighbor nodes, bT stands for the maximum total 
number of edges expected, and T stands for the number of 
nodes. 
3. Improved clustering algorithm 

The steps of improving the clustering algorithm are as 
follows: 

(1) the similarity between nodes was calculated; 
(2) each node was divided as a community and added 

to the community of neighbour node; if the modularity 
value increased, that node was added to the community 
with the most increase; 

(3) after the initial division, each community was taken 
as a node, and the sum of the similarity of the connected 
nodes between the two communities was taken as the edge; 
step (2) repeats until the modularity remained unchanged. 

Experiment and analysis 

1. Experimental data set 
(1) Random network R (4, N, 16, 0.8) was used, 

where 4 refers to the number of communities, N refers to 
the number of nodes, 16 refers to the average degree of 
nodes, and 0.8 refers to the tightness of node connections. 

(2) Real data sets [15] included YouTube (user and 
user relationship network), DBLP (author partnership 
network), Zachary (karate club membership network) and 
an American university football team network, as shown 
in Table 1. 

Table 1. Real data set 

Data set Number of nodes Number of edges 
YouTube 1134890 2987624 
DBLP 317080 1049866 
Zachary 34 78 
Rugby team 115 613 

2. Experimental results 
Firstly, the community partition method proposed in 

this study was tested on random network Rand compared 
with the classical G N algorithm [16] and K L algorithm 
[17]. The network scale was adjusted through setting the 
value of N in R (4, N, 16, 0.8). The community partition 
time of different algorithms is shown in Fig. 2. 

It was seen from Fig. 2 that G N had the longest com-
puting time and the slowest computing speed among the 
three algorithms, K L algorithm was the second, and the 

algorithm proposed in this study had the least computing 
time and high efficiency. 

 
Fig. 2. Comparison of calculation time 

The algorithm proposed in this study was applied to 
the real data set and compared with G N algorithm and 
K N algorithm. The comparison of modularity is shown in 
Fig. 3. 

 
Fig. 3. Comparison of modularity 

It was seen Fig. 3 that the modularity of the results 
divided by the algorithm proposed in this study was large. 
In the division of YouTube, the modularity of G M algo-
rithm, K L algorithm and the algorithm proposed in this 
study was 0.276, 0.453 and 0.769 respectively. In the di-
vision of DBLP, the modularity of the three algorithms 
was 0.369, 0.526 and 0.876 respectively. In the division 
of Zachary, the modularity of the three algorithms was 
0.196, 0.264 and 0.381 respectively. In the division of 
rugby team, the modularity of the three algorithms was 
0.385, 0.512 and 0.833 respectively. It was found that the 
modularity of G N algorithm was the smallest, followed 
by K L algorithm and the algorithm proposed in this 
study, which showed that the algorithm proposed in this 
study had the best partition performance. 
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Fig. 4. Comparison of purity 

Fig. 4 shows the results of purity comparison. In the 
division of YouTube, the purity of the three algorithms 
was 0.423, 0.784 and 0.972 respectively. In the division 
of DBLP, the purity of the three algorithms were 0.514, 
0.767 and 0.956 respectively. In the division of Zachary, 
the purity of the three algorithms was 0.397, 0.645 and 
0.981 respectively. In the division of rugby team, the pu-
rity of the three algorithms was 0.452, 0.648 and 0.957 
respectively. It was found from the comparison that the 
purity of G N algorithm was the lowest, followed by K L 
algorithm and the algorithm proposed in this study, which 
showed that the partition result of the algorithm proposed 
in this study was closer to the actual situation. 

Discussion 

Community division is of great significance. For ex-
ample, the online shopping network can recommend 
products according to hobbies of users to improve the 
marketing effect [18]; the social network can find hot 
spots and emotional tendencies of users, so as to control 
public opinion. Community division is conducive to a 
better understanding of network characteristics and effec-
tive mining of information in the network, which has 
great practical value [19]. 

There are many methods of community division. This 
study mainly analyzed the clustering method. Louvain al-
gorithm has been widely used in community partition, 
and there are many researches on the improved Louvain 
algorithm. In this study, based on the method of node 
similarity, the Louvain algorithm was improved. First of 
all, it was found from the experimental results of random 
network that the algorithm proposed in this study had 
high computational efficiency, especially in large-scale 
networks. In the experiment of real network, modularity 
and purity were selected to evaluate the partition results. 
As shown in Fig. 3 and 4, the algorithm proposed in this 
study was superior to G N algorithm and K L algorithm in 
aspects of modularity and purity. The modularity value of 
the algorithm proposed in this study was larger, which 
showed that the result of community partition was better. 
The purity of the partition results of the algorithm pro-
posed in this study was closer to 1, which showed that the 
result of community division of the algorithm proposed in 

this study was closer to the situation of real network and 
more in line with the reality. 

The algorithm proposed in this study was an im-
provement of the clustering algorithm in community par-
tition, but there are still some shortcomings, which need 
to be improved in the following aspects: 

(1) the applicability of the method should be studied 
on overlapping networks; 

(2) more calculation methods of node similarity 
should be studied to find out the most suitable algorithm 
for community division; 

(3) the community division of dynamic network 
should be studied. 

Conclusion 

In this study, the network community was divided by 
the improved clustering method, and the experiment was 
carried out on the data set. The results showed that com-
pared with G N and K L algorithm, 

(1) the calculation time of the proposed algorithm was 
shorter on the random network; 

(2) the modularity value of the proposed algorithm 
was larger and the partition effect was better in the real 
network; 

(3) the purity of the proposed algorithm was closer to 
1 on the real network, and the partition result was closer 
to the actual situation. 

This study verifies the effectiveness of the improved 
clustering algorithm in the community division, and the 
method can be further promoted and applied in the net-
work community division. 
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