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Abstract 

In this paper, we examine the applicability limits of different methods of compensation of the 
individual properties of self-emitting displays with significant non-uniformity of chromaticity and 
maximum brightness. The aim of the compensation is to minimize the perceived image non-
uniformity. Compensation of the displayed image non-uniformity is based on minimizing the per-
ceived distance between the target (ideally displayed) and the simulated image displayed by the 
calibrated screen. The S-CIELAB model of the human visual system properties is used to estimate 
the perceived distance between two images. In this work, we compare the efficiency of the chan-
nel-wise and linear (with channel mixing) compensation models depending on the models of varia-
tion in the characteristics of display elements (subpixels). It was found that even for a display with 
uniform chromatic subpixels characteristics, the linear model with channel mixing is superior in 
terms of compensation accuracy. 
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Introduction 

Modern displays incorporate a large number of indi-
vidual elements forming an image. Imperfect manufactur-
ing techniques yield variation in the characteristics of the 
elements composing a display, which results in different 
luminance of these elements when receiving the same in-
put signal. Furthermore, display elements age at different 
rates, which also leads to the variation of the characteris-
tics among them [1, 2]. If the input signal does not take 
into account these differences, then the uniform areas of 
the input image appear non-uniform on a screen (display 
non-uniformity problem), which significantly reduces the 
overall quality of the displayed image. 

The problem of compensation of such distortions can 
be formulated for different types of displays: self-
emitting (self-luminous elements with individually de-
termined luminance, e. g. OLED or LED-array displays), 
transmissive (with optical filters as elements passing the 
light from the uniform source, e.g. liquid-crystal displays 
(LCD)), reflective (where the reflection coefficient of the 
outer light source is controlled, e.g. electronic paper and 
reflective LCDs), and transflective (which can function as 
transmissive or reflective, including a backlight depend-
ent on ambient light). Each of these display types is char-
acterized by a different type of distortion [2, 3]. 

In this work, we consider self-emitting displays. The 
latter do not suffer from non-uniform backlight lumi-

nance possible for LCDs, thus the main problem of non-
uniformity in self-emitting displays is associated with the 
variation in the emission characteristics of individual pix-
els (see fig. 1). 

 
Fig. 1. Defective pixels on large format LED-array display  
can be easily spotted and significantly reduce the quality  

of the displayed image 

The ideal display is a uniform display, i.e. a display 
with the same characteristics shared by all the pixels. 
Equalization of properties of individual display elements 
involves a search for the compensating transformation of 
the input signals to a display so that the formed image 
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and the image formed by an ideal display would be as 
close as possible. 

The transformation should allow for efficient imple-
mentation, possibly in hardware, to avoid increasing the 
display latency. 

In [4], we have suggested the display luminance non-
uniformity model, which describes the pixel-wise varia-
tion as the element-wise multiplication by a 3D vector in 
the input signals to display matrix space. To calibrate a 
display within this model, we suggested the compensat-
ing transformation defined as the multiplication between 
a matrix 3 × 3 and the input signal to a pixel. 

The question is: does the compensation for the ele-
ment-wise (“vector”) distortion require the matrix multi-
plication? In this work, we study the validity of matrix 
compensating transformation compared to the vector 
(channel-wise) transformation for both the luminance 
model and, more general, spectral model. 

It is known that both channel-wise and matrix multi-
plications are used for color visualization, therefore, its 
efficient implementation in the monitor design should be 
possible. For instance, the color balance is usually im-
plemented using the von Kries’s chromatic adaptation 
[5], which consists of multiplication of an input signal by 
a diagonal matrix (channel-wise multiplication) in the 
color coordinate system LMS, which corresponds to re-
sponse of the three types of cones of the human eye. The 
usage of the algorithm assumes transmission from one 
coordinate system to the LMS. If the von Kries’s algo-
rithm is implemented, then monitors allow to multiply 
matrices 3 × 3 by design. Frequently in the sake of de-
creasing computational complexity the diagonal matrix 
multiplication is implemented in the pixel color coordi-
nate system [6], then only channel-wise multiplication is 
implemented. Thus both types of compensation (channel-
wise and matrix) can potentially be implemented in the 
monitor design. 

1. The display non-uniformity model 

Let us consider a display of the following design: the 
size is W by H pixels, each pixel is composed of three 
self-luminous elements (subpixels) of different types: red, 
green and blue. The luminance of a subpixel, depending 
on the input signal, varies from zero to a certain maxi-
mum value determined by subpixel properties. The valid 
input signal values are limited to the range [0, 1]; all the 
values outside this interval are clipped to the interval 
edges (either 1 or 0). We denote the clipping operator to 
the interval [0, 1] by clip. 

Let us denote the spectral properties of the three sub-
pixels of any given pixel at maximum luminance as 
e1

 (), e2
 (), e3

 (), correspondingly, where ek
 ()is the 

spectral intensity function of wavelength . We call the 
latter the primaries. They form the color coordinate sys-
tem defined by individual pixel characteristics, which we 
refer to as pixel coordinate system. The input signal to a 
subpixel Jk, k = 1, 2, 3 determines the ratio between sub-

pixels’ luminance and the maximum luminance. It can be 
defined as a point in pixel coordinate system. The pixel 
emission spectrum is defined as 

3

1

( ) ( ).


  k k
k

C clip J e
 

(1) 

In an ideal display, the primaries of all pixels are 
identical. The variation of the pixels’ primaries of a real 
display can be described by different models. In this pa-
per, we consider two probability models, which describe 
pixel defects and the drift of their parameters. Both are 
based on the assumption that all display subpixels are in-
dependent. For the purposes of this work, we assume that 
all display subpixels can be described by one of the fol-
lowing models of subpixel defects. 

1.1. Luminance (“vector”) model of subpixel defects 

In this model, we assume that different subpixels of 
the same type differ only in peak luminance. Each sub-
pixel can be either ideal or defective with probability p. If 
the subpixel is defective, its primary can be defined as 

( ) ( ) ,   i i
k k ke e d  (2) 

where i
kd  is the defectiveness coefficient sampled from a 

uniform distribution on the interval [0,1) determining the 
factor by which subpixel’s maximum luminance is lower 
than that of an ideal subpixel; and i is the pixel index, k is 
the subpixel index. Non-defective subpixels of the same 
type are considered identical: ( ) ( )  i

k ke e , i. e. 1i
kd . 

Therefore, the pixel emission spectrum can be written as 

3

1

( ) ( ).


 i i i
k k k

k

C clip J d e  (3) 

Thus, in the described model, the primaries of all sub-
pixels of the same type are proportional (with the only 
exception for subpixels with maximum luminance of zero 
and non-defined primaries). 

1.2. Spectral model of defects and drift  
of subpixel parameters 

In this model, we assume that subpixels can differ in 
both peak luminance and spectral characteristics. The 
spectral characteristic of a subpixel primary is determined 
within the double Gaussian model described in [7]. This 
model is constructed and experimentally verified based 
on the empirical data for InGaN and AlInGaP LED, and it 
is determined as follows: 

2 2

2 2
,1 ,2

( ) ( )
( ) exp exp ,

2 2

         
            

k ki
k k

k k

m m
e b a  (4) 

where mk is the position of the Gaussian peak of the k-th 
subpixel, k,1 and k,2 are the standard deviations of the 
Gaussian distributions, ak is a weighted sum coefficient, b 
is a luminance factor, and i is the pixel index. 
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The parameters of the subpixel spectrum model were 
drawn from the following probability distributions: 

,min ,max ,min ,max( , ) , ( , ), k k k k k ka unif a a m unif m m  (5) 

where the specific values of the variables 
ak,min, ak,max, mk,min, mk,max, k,1, k,2 depend on the sub-
pixel type. 

Additionally, this model allows for the completely de-
fective subpixels (i.e. the maximum luminance is zero) 
with probability q. 

2. The general approach to calibration 

To compensate the display non-uniformity, we will 
search for such a signal transformation of the input signal 
to the display matrix, so that the image formed by a non-
uniform display would be as close as possible to the im-
age formed by an ideal (uniform) display. 

There are two different approaches to compensation: 
compensation of image with defective pixels and display 
calibration based on gamut optimization. 

For the first time, the idea of defective pixel compen-
sation was introduced in the works [8, 9]. Authors pro-
pose an algorithm of an LCD display calibration. The al-
gorithm uses pixels in the neighborhood of the defective 
pixel to provide overall image improvement. The mask-
ing neighboring pixels’ input signal is modified in such a 
way as to increase the perceived uniformity of the area 
with the defective pixel. Perception of the displayed image 
is estimated using point spread function (PSF) which mod-
els the human visual system (HVS). Compensation is 
achieved by changing the input signal of the masking pix-
els. Later, in 2012 and 2015, the PSF-based compensation 
algorithm was patented [10, 11]. After a while, in the paper 
[12] a similar method for defective pixels was proposed. It 
was based on the contrast sensitivity function (CSF) of the 
HVS. In [13], an image compensation algorithm based on 
another HVS model was proposed which takes into ac-
count the masking effects of the visual perception. 

It looks like the methods from aforementioned papers 
[8, 9, 12, 13] are designed for image processing and not 
for estimation of a display compensation parameters. In 
other words, to estimate the parameters of defective pixel 
compensation one needs to apply the algorithm for every 
image. In contrast, we will estimate the calibration pa-
rameters of the display only once. Another difference 
from our problem formulation is that their distortion 
model does not allow controlling the brightness of defec-
tive pixels, and do not seem to consider the case of clus-
tered defects, working only with isolated defects. 

In the paper [14], McFadden and Ward suggest a 
PSF-based algorithm for compensation of a grid distor-
tion caused by gaps between individual tiles of a display. 
The proposed algorithm reduces the apparent visibility of 
seams between individual tiles. 

The idea of neighbor-based compensation of the de-
fective pixels continues to be relevant to this day: for in-
stance, in 2019 the patent on this topic was published 

[15]. It describes the compensation of completely defec-
tive pixels on an LCD display. The brightness of sur-
rounding pixels is increased to compensate the lost 
brightness output from non-functioning pixels. The patent 
describes three types of a spatial distribution function for 
apportioning additional brightness to surrounding pixels: 
(i) additional brightness is divided equally, (ii) allocating 
larger portions to closer surrounding pixel, (iii) diagonal 
pixels are received a larger amount of the additional 
brightness, since the human eye is more sensitive to hori-
zontal or vertical lines. Also, the total brightness error as-
sociated with a given non-functioning pixel must be 
recomputed for each image frame. 

All the algorithms mentioned above are based on var-
ious models of the HVS and work as an additional stage 
in image processing pipeline to adapt the input image to 
characteristics of the display. Another approach to correct 
for the defective pixels is by calibrating the display, and 
solutions implementing it are compatible with in-display 
implementation due to their independence of specific in-
put signal. 

One well-studied problem that is similar to calibration 
of displays with defective pixels is tiled display calibra-
tion. In such systems, each display tile has own white 
point chromaticity and maximum brightness. For exam-
ple, the methods described in papers [16, 17] allow for 
the complete restoration of the non-uniform display to a 
uniform state by the elimination of extremely bright 
and / or saturated colors, which could not be displayed by 
some separate parts of a tiled display. In other words, the 
algorithms reduce the gamut of the most bright and / or 
saturated sub-displays. The latter algorithm could be ap-
plied for calibration of self-emitting displays. 

Another group of scientists have developed a system 
for calibration of OLED displays. They have published 
several patents describing a method for color and ageing 
compensation of an emission display [18, 19, 20]. The al-
gorithm described in the most recent patent [20] compen-
sates degraded pixels by supplying their respective driv-
ing circuits with greater voltages. The display data is 
scaled by a compression factor of less than one to reserve 
some voltage levels for compensating degraded pixels. In 
other words, the algorithms reduce the gamut of non-
defective pixels. 

Some display types, for instance, micro-LED, are dif-
ficult to produce with high uniformity, therefore the cali-
bration of such displays is often implemented in software 
[21, 22] rather than in hardware. The paper [21] proposes 
a calibration of an LED display (shown images have 
block artifacts typical for micro-LED-like displays, alt-
hough this is not specified in the article). The paper pre-
sents a calibration method based on the brightness correc-
tion coefficient map. The outputs of the algorithm are cal-
ibration coefficients for each channel, but their calcula-
tion does not take into account the HVS properties. 

One of the most up-to-date works on self-emitting 
display calibration, particularly for micro-LED displays, 
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is a paper from Samsung Research [22]. It proposes two 
algorithms for calibration of the uniformity of micro-LED 
display. The first algorithm calculates a set of input to an 
output look-up tables (LUT). The second algorithm is 
based on 4D transform correction. It estimates the 4 × 4 
matrix which works as an input to output converter at the 
on-device step. The authors note that the advantage of the 
4D transform-based method compared to the older meth-
ods is that it can be fused with any other calibration algo-
rithm which can be converted to a LUT. 

All works mentioned above can be divided into two 
categories: (1) papers that describe a calibration of a dis-
play, but do not take into account the HVS properties, (2) 
methods that consider the HVS properties, but do not cal-
culate a single display calibration, only enhancing indi-
vidual displayed images. In our work, we try to combine 
these two approaches: we calculate a single set of com-
pensation parameters for any images displayed on the 
screen, taking into account the HVS properties. 

This work develops the approach proposed in [4]. The 
suggested approach is based on the following. If the col-
ors of the pixels within a neighborhood of a defective 
pixel are slightly corrected in a way that ensures that the 
average color of this area is closer to the desired one, then 
due to the small size of this area the human vision would 
perceive this as a whole: the same way the area composed 
of non-defective pixels with original (uncorrected) input 
signal would have been perceived. Thus, the proposed 
approach optimizes the compensation parameters based 
on the HVS model response, instead of the minimization 
of the emission difference. 

The general flow of the conversion of the input signal 
is shown in fig. 2. 

 
Fig. 2. The conversion of the input signal to a display  

into a perceived image 

An image to be displayed is usually represented in 
standard RGB (sRGB) or other standardized color coor-
dinates defined in relation to the CIE XYZ color space of 
the standard observer, which simulates a primary re-
sponse of the HVS model. 

Then compensating transformations are applied to the 
image, i.e. matrix multiplication or element-wise (chan-
nel-wise) multiplication by correction vectors. This re-
sults in a corrected subpixel signal which takes into ac-
count the non-uniformity of the subpixels. 

The displayed image is perceived by the human visual 
system. The perception is modeled by the contrast sensitivity 
functions of the latter [23], see Section 3. The correspond-
ence between the perceived image and the image displayed 
by an uniform display is the goal of the calibration. 

Since an ideal display cannot be designed, and during 
the compensation parameters optimization it is not feasi-
ble to repeatedly show pairs of images to a person for 
similarity assessment, we need to develop a computation-
al model for such assessment, which should approximate 
the HVS perception of an image. 

Thus, the compensation method development requires 
the following: 

1. Selection of the distortion model to correct for; 
2. Choosing the similarity assessment approach be-

tween two images: the ideal one and formed by a re-
al display; 

3. Selection of the compensation transformation clas-
ses the parameters of which will be optimized. 

The two different distortion models considered in this 
paper were discussed in Section 1. 

To evaluate the similarity, we consider the averaged 
Euclidean distance in various color coordinate systems: 
CIE XYZ [24], CIELAB [25], and S-CIELAB [26]. 

The approach proposed in [4] utilizes multiplication 
by a 3 × 3 matrix for compensation even for luminance 
(i.e. proportional) distortion model instead of the simpler 
element-wise multiplication by a 3D vector. In this work, 
we will study the validity of such a choice. 

3. Similarity assessment between the two images 

CIE XYZ [24] (hereafter XYZ) is a color space where 
spectral characteristics are determined by the spectral 
sensitivity functions of some average human eye, and its 
X, Y, and Z values are referred to as standard colorimet-
ric color coordinates. A simple Euclidean metric in this 
coordinate system does not approximate the perceived by 
a person difference between the colors. To eliminate this 
drawback, the coordinate system CIELAB [25] (hereafter 
LAB) was derived from the XYZ color space. 

Another attribute of the human visual system which is 
important for display calibration is that the human eye is 
less sensitive to chromatic and brightness differences in 
small details compared to larger ones. In other words, 
when the contrast of an initially resolvable image gradu-
ally decreases, the perception of uniformity is achieved 
before reaching the true zero contrast of the stimulus. 
Therefore, we are interested in the dependence of the 
minimum contrast which is still resolved (contrast sensi-
tivity) on the spatial frequency of the stimulus. This de-
pendence is described by contrast sensitivity functions 
(CSFs) [27]. CSFs also model another spatial property of 
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the visual system (however, it does not affect the com-
pensation described in this paper): the lower sensitivity to 
low-frequency achromatic changes compared to higher-
frequency ones. The shape of the CSF depends on the di-
rection of the stimulus color contrast vector. Most studies 
consider the CSF along three directions which are as-
sumed to be independent: the luminance axis, red-green, 
and blue-yellow directions. It is presumed that by know-
ing the sensitivity along these color directions, it is possi-
ble to predict the contrast sensitivity for any color pair. 

To more realistically assess the difference between 
images defined in LAB color coordinates, the S-CIELAB 
metric was proposed in [26]. This metric takes into ac-
count the spatial properties of the human visual system 
(simulated via CSFs). S-CIELAB allows to approximate 
a perceived image difference for a given viewing distance 
(i.e. the distance between the observer’s eyes and the dis-
play) and resolution (dpi) of images. 

S-CIELAB computation includes two steps: 1) spatial 
filtering of the images; 2) pixel-wise color difference 
metric computation for the compared images. The first 
step employs the CSF to simulate the dependence of hu-
man visual system sensitivity on the spatial frequency 
and chromaticity of the stimulus. The CSF is approximat-
ed using a weighted sum of Gaussian filters (each with its 
own weight w and blur parameter σ, the latter being 
scaled according to the viewing distance and image reso-
lution). To apply the CSF more accurately, instead of the 
nonlinear LAB coordinates, the image is processed in lin-
ear opponent color coordinates along three basis direc-
tions: luminance, red-green, and blue-yellow. As the re-
sult of this spatial filtering, we obtain an image that con-
tains only details visible at a given distance and resolu-
tion, with intensities modified according to spatial re-
sponse of the HVS. 

In the second step, for two images formed as de-
scribed above and transformed back from opponent col-
ors to LAB coordinates, the Euclidean metric is computed 
pixel-wise to create a difference map, which is then aver-
aged into a single value – the output of the S-CIELAB 
image difference metric. 

The spatial filtering method employed in S-
CIELAB can be also utilized in different color coordi-
nates and color difference metrics, such as those pro-
posed in [28, 29]. Furthermore, another model, N-
CIELAB [30], can be used to simulate the properties of 
the contrast sensitivity of the human visual system. 
This model was suggested for the compression optimi-
zation for JPEG and JPEG2000, as well as for the clas-
sification of images according to the level of the detail. 
Alternatively, the metric suggested in [31] for the as-
sessment of the quantized color images can be used as 
the image quality metric. 

In this work, we compare the calibrations obtained via 
the optimization of the mean Euclidean metric in the col-
or coordinates XYZ, LAB, and S-CIELAB.  

4. Proposed algorithm for the compensation  
parameters calculation 

We described the matrix version of the algorithm for 
the calibration parameter calculation earlier in [4]. This 
Section describes its generalized version. 

The input of the algorithm is the primaries of the dis-
play pixels in standard observer color space XYZ. These 
vectors can be determined, for example, by applying an 
input signal (1, 0, 0) in hardware RGB to all display pix-
els. Then for each pixel, the coordinates of its e1 primary 
in XYZ can be obtained from the picture of the screen 
taken with the colorimetrically calibrated camera with 
sufficient resolution. Similarly, we can obtain coordinates 
of primaries e2 and e3 using (0, 1, 0) and (0, 0, 1) hardware 
RGB stimuli. The primaries of the display pixels are thus 
represent the transition matrix B from individual pixel 
(hardware) space to standard XYZ coordinates. 

The output of the algorithm is a set of HW compensa-
tion matrices C of size 3 × 3, or, depending on the type of 
calibration, a set of 3D compensation vectors C. 

The algorithm is based on the minimization of the fol-
lowing functional: 

, , ,

( ) ( ( ( , )), ( )).


 vis
J R G B W

L C k d O M J C O I  (6) 

In our current study, the optimization was implement-
ed using the Adam algorithm [32]. In further work the 
performance of other optimization methods, e.g. [33], 
should be explored for this problem. 

The optimization is performed for uniform images J 
(all pixels of which are identical) of four colors: red, green, 
blue, and white. For greater increase in uniformity of 
achromatic areas, the white image was weighted with k = 3 
(for other images k = 1). To make compensation of bright-
ness level possible, the maximum brightness of the gamut 
was reduced by 20 %. The idea is that the impact of defec-
tive pixels is the greatest in the uniform image areas, where 
those pixels are significantly different from the surround-
ing ones, while on textured areas the defects are likely to 
be masked, so by performing optimization on uniform im-
ages only we improve the worst-case perceived uniformity. 

In this paper we compare compensation algorithms 
where the metric d is calculated in various color coordi-
nates: XYZ, LAB, S-CIELAB. 

The functional (6) is the norm d of the difference be-
tween the images M (J, C) (the input signal J(x, y) corrected 
by the set of matrices C and displayed on the screen with 
defective pixels) and I (the image ideally displayed, i.e. on 
the display without defective pixels), where 

0 2

1
( , ) .



 
n

i i
i

d J I J I
n

 (7) 

Prior to the metric calculation, both images are con-
verted into specific color coordinates depending on the 
variation of the calibration method under study (XYZ, 
LAB or S-CIELAB) using the function O ( I ): 
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I for XYZ coordinates

O I LAB I for LAB coordinates

SCIELAB I v for SCIELAB coordinates

 (8) 

LAB ( I ) is a transition function from XYZ to LAB color 
coordinates. SCIELAB ( I, v) is a transition function from 
XYZ to S-CIELAB image representation for viewing pa-
rameter v and has the following form: 

 1( , ) ( ( ) ) ,O OSCIELAB I v LAB M M I f v   (9) 

where MO is a transition matrix from XYZ to opponent 
color coordinates [26], and * is a channel-wise convolu-
tion with two-dimensional kernel  which for each chan-
nel has the following form: 

 2 2

2

, tan
180

,( ) ,

 

      
   

i j

x y

v

j j i j
i

f v k w e  (10) 

where j is an index of the opponent channel, values of i, j 
and wi, j are given in the article [26]; scale factor kj is cho-
sen so that j sums to 1; viewing parameter v is a multi-
plication of a display resolution (dpi) and a viewing dis-
tance in inches. 

The corrected image displayed on the screen with de-
fective elements is simulated as follows: 

( , ) ( ) ,  M J C B clip C J  (11) 

where the clipping operator ensures that the resulting pix-
el values are within the valid interval. 

The input signal to the display J (x, y) is specified in 
the linear color coordinates of an individual pixel (for 
each x, y J is a 3D column vector that corresponds to the 
input signal to this pixel). 

The ideal display would render J (x, y) as an image 
I = E  J, where E = (e1, e2, e3) are the pixel primaries, 
which for the luminance distortion model (Section 1.1) 
coincide with the primaries of non-defective pixels. For 
the spectral distortion model (Section 1.2), the former 
were considered equal to vectors constructed via maxi-
mum coordinates in XYZ separately for each type of the 
subpixel. 

In this work, the compensation parameters (matrices 
or vectors) are fixed for every monitor and considered in-
dependent from the displayed image. To achieve better 
performance, the compensation parameters should be re-
calculated for each image to be displayed, but this is 
time-consuming due to repeated multiplication and con-
volution. However, there are promising approaches [34] 
allowing for the construction of computational structures 
based on the addition operation (without multiplication), 
which are comparable with convolutional neural net-
works in terms of expressive power. The utilization of 
such approaches, as well as the employment of several 
precalculated compensation parameters, can further en-
hance the presented approach. 

5. Test dataset generation 

Using the models described in Section 1, we synthe-
sized two types of display characteristics with different 
pixel defect models. 

In this work, to clearly present the simulation (so that 
even within the small area of an image or display differ-
ent defective pixels could be observed), the pixel defect 
probability p (for model 1.1) was set to 0.08, and q (for 
model 1.2) was set to 0.005. Both values are orders of 
magnitude greater than that officially specified by the 
manufacturer [35]. 

For the model described in Section 1.2, the values of var-
iables ak,min, ak,max, mk,min, mk,max, k,1, k,2 depending on the 
type of a particular subpixel are shown in Table 1. The value 
of b was sampled from the normal distribution 
N (0.85, 0.05), but prior to the multiplication of spectrum by 
b, its luminance was brought to be equal to the luminance of 
the corresponding sRGB color coordinate primary. 

Tab. 1. Parameters of subpixels spectra generation 

 k,1 k,2 [ak,min, ak,max] [mk,min, mk,max] 

R (k = 1) 11 100 [0.1, 0.2] [623, 641] 

G (k = 2) 11 200 [0.2, 0.4] [525, 544] 

B (k = 3) 12 300 [0.1, 0.2] [468, 482] 

Example spectra for different subpixels within the 
luminance model described in Section 1.2 are illustrated 
in fig. 3. 

Fig. 4 shows a scaled up illustration of the images on 
the displays under the described distortion models. 

 
Fig. 3. Example of subpixel spectra within the selected model 

(a)  (b)  (c)  
Fig. 4. An 8 × 8 pixel image (a) displayed by an ideal screen,  
(b) under luminance distortion model, and (c) under spectral 

distortion model 
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6. Experiments 

The proposed algorithms were implemented in Py-
thon. The optimization was implemented using the Ten-
sorflow library and was run on NVIDIA GPU (GeForce 
GTX 1080 Ti). 

The following condition was set as the criterion of the 
optimization completion: if the average value of the error 
function over 300 iterations decreases by less than 10 –4. 
If the display characteristics do not meet the completion 
criterion, the maximum number of iterations was set to 
90000. As the initial approximations of the compensation 
matrices, identity matrices were used. 

The input image size was selected via the following 
formula based on the convolution kernel parameters in S-
CIELAB and the three-sigma rule: 

tan( /180) 3 2,       s dpi d m  (12) 

where dpi = 94, d = 60 cm, m = 0.3937 is the conversion 
factor for converting centimeters to inches, σ = 0.494 is 
the maximum variance of the convolution kernel with 
positive weight from S-CIELAB. The image size calcu-
lated according to formula (12) is 115 pixels. 

The calibrations for different metrics (XYZ, LAB, 
and S-CIELAB for several observation distances at 94 
dpi: 60 cm, 40 cm, 20 cm) were compared. For better 
alignment with LAB coordinates, the range of image val-
ues in XYZ coordinates was limited to the interval of 
[0, 100] prior to the metric calculation. 

6.1. Comparison of channel-wise and matrix compensations 

Optimization testing was performed for 10 simulated 
display instances under the luminance model and for 10 
under the spectral distortion model, i.e. the performance 
of the compensation method is evaluated as average for 
different displays within the same class. 

To compare the values of the metrics in different col-
or coordinates, we will further consider the relative error 
function — each error function is divided by the error 
function calculated over the uncalibrated images: 

1


n

i

ii

l
v

s
, (13) 

where v is an average error function for certain types of 
calibration, l is a metric value between calibrated and 
ideal images, s is the metric value between non-calibrated 
and ideal images. The average was calculated for 10 dif-
ferent simulated displays (n = 10). 

Tab. 2 compares channel-wise (vector) and matrix 
calibrations within the luminance distortion model, and 
tab. 3 within the spectral one. 

Tab. 2 and 3 show that the accuracy of matrix com-
pensation is superior compared to channel-wise (vector) 
calibration, even if the display subpixels only vary in lu-
minance. Thus, the experimental results illustrate the va-
lidity of the matrix compensation algorithm even in the 
case of luminance distortions only. 

Tab. 2. Comparison of channel-wise and matrix compensations: 
table cells represent the average relative error function (for 10 

simulated displays within luminance distortion model) 

 
XYZ LAB 

S-CIELAB 
20 cm 

S-CIELAB 
40 cm 

S-CIELAB 
60 cm 

Channel-
wise  

0.921± 
0.002 

0.941± 
0.003 

0.904± 
0.003 

0.765± 
0.008 

0.804± 
0.007 

Matrix  0.807± 
0,003 

0.869± 
0.003 

0.816± 
0.005 

0.720± 
0.008 

0.754± 
0.008 

Difference 0.114± 
0.001 

0.072± 
0.001 

0.088± 
0.003 

0.045± 
0.001 

0.051± 
0.001 

Tab. 3. Comparison of channel-wise and matrix compensations: 
table cells represent the average relative error function (for 10 

simulated displays within spectral distortion model) 

 
XYZ LAB 

S-CIELAB 
20 cm 

S-CIELAB 
40 cm 

S-CIELAB 
60 cm 

Channel-
wise  

0.9791± 
0.0018 

0.9999± 
0.0001 

0.9926± 
0.0002 

0.9844± 
0.0003 

0.9830± 
0.0003 

Matrix 0.9331± 
0.0064 

0.9985± 
0.0002 

0.9876± 
0.0003 

0.9824± 
0.0005 

0.9824± 
0.0005 

Difference 0.0460± 
0.0047 

0.0014± 
0.0002 

0.0051± 
0.0001 

0.0020± 
0.0003 

0.0006± 
0.0003 

Fig. 5a – f illustrates a scaled-up effect of the generat-
ed compensation matrices on a uniform gray input image. 
The compensation effect is difficult to properly illustrate 
in a journal figure since it depends both on proper color 
reproduction and viewing distance. To show the qualita-
tive structure of the resulting compensation, we show the 
enlarged pixel structure of the image in fig. 5. To simu-
late the effect of the proper viewing distance, in fig. 5g – l 
we show the result of blurring these images with a Gauss-
ian kernel. It can be seen that the calibrated in S-CIELAB 
image (fig. 5d – f) becomes uniformly gray after blurring 
(fig. 5j – l), however uncalibrated and calibrated in LAB 
images with the same blurring (fig. 5b and 5c) are not 
uniformly gray (fig. 5h and 5i).  

Also it can be seen that while calibrating in LAB 
(fig. 5c and 5i) color distortions of some pixels appear — 
this is probably caused by the fact that LAB is not de-
signed for estimation of large color differences. In the 
same time spatial convolutions in S-CIELAB allow to 
partially eliminate this drawback. 

Tab. 4 shows the relative error functions for the imag-
es shown in fig. 5. 

Similar images and metrics to fig. 5 and tab. 4, but for 
a single defective pixel, are shown in fig. 6 and tab. 5. 

6.2. Comparison with other works 

The idea of using metrics approximating human percep-
tion of a visual difference is not new. For instance, in the ar-
ticle [12] the optimization method with error function based 
on the CSF has been used. Authors of the article suggest op-
timizing the image itself, which requires recalculation of the 
compensation coefficients for each new displayed image. In 
our algorithm it’s only needed to apply pre-computed cali-
bration matrices for every displayed image.  
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(a) input image 

 
(b) uncalibrated 

 
(c) LAB 

 
(d) S-CIELAB 20 cm 

 
(e) S-CIELAB 40 cm 

 
(f) S-CIELAB 60 cm 

 
(g) input image 

 
(h) uncalibrated 

 
(i) LAB 

 
(j) S-CIELAB 20 cm 

 
(k) S-CIELAB 40 cm 

 
(l) S-CIELAB 60 cm 

Fig. 5. Illustration of changes in the structure of the observed 
defects for a display within the luminance distortion model.  

(a)-(f) – input, uncalibrated and compensated images structure: 
(a) – input image, (b) – display defects, (c)-(f) – display defects 
after compensation via matrices; (g)-(h) – same images blurred 

with Gaussian blur with σ = 2 

Tab. 4. Relative error function for images from fig. 5:  
by columns – different images, by rows – different metrics 

Image /  
metric 

LAB 
(fig. 5c) 

S-CIELAB 
20 cm  

(fig. 5d) 

S-CIELAB 
40 cm 

(fig. 5e) 

S-CIELAB 
60 cm  

(Fig. 5f  ) 

LAB 0.835 1.982 2.436 2.082 

S-CIELAB 
20 cm 

1.092 0.742 1.051 1.076 

S-CIELAB 
40 cm 

1.069 0.794 0.666 0.721 

S-CIELAB 
60 cm 

1.080 0.815 0.704 0.700 

The computational efficiency of estimating these ma-
trices in [12] is similar to that of our paper, however, in 
their method such optimization is applied for every frame 
independently. Therefore, with the same optimization 
procedure our algorithm cannot be better in spatial uni-
formity compensation (though per-frame computation 
could introduce temporal nonuniformity). If we calculate 
one iteration of the algorithm proposed in [12] (which is 
roughly equal to on-device application of our algorithm 
in the terms of computational efficiency), the quality of 

the image from fig. 5e is equal to 3.193 (the image quali-
ty has improved by 2 % relatively to uncalibrated image 
(its metric is equal to 3.273)), while the quality of image 
calculated by our algorithm in 2950 iterations is equal to 
2.181 (33.4 % improvement). 

 
(a) input image 

 
(b) uncalibrated 

 
(c) LAB 

 
(d) S-CIELAB 20 cm 

 
(e) S-CIELAB 40 cm 

 
(f) S-CIELAB 60 cm 

 
(g) input image 

 
(h) uncalibrated 

 
(i) LAB 

 
(j) S-CIELAB 20 cm 

 
(k) S-CIELAB 40 cm 

 
(l) S-CIELAB 60 cm 

Fig. 6. Single-pixel illustration of changes in the structure  
of the observed defects for a display within the luminance 

distortion model. (a)-(f) – input, uncalibrated and compensated 
images structure: (a) – input image, (b) – display defects,  
(c)-(f) – display defects after compensation via matrices;  

(g)-(h) – same images blurred with Gaussian blur with σ = 2 

Tab. 5. Relative error function for images from fig. 6: by 
columns – different images, by rows – different metrics 

Image / 
metric 

LAB 
(fig. 6c) 

S-CIELAB 
20 cm 

(fig. 6d) 

S-CIELAB 
40 cm 

(fig. 6e) 

S-CIELAB 
60 cm 

(fig. 6f) 

LAB 0.979 1.102 1.369 1.414 

S-CIELAB 
20 cm 0.994 0.967 1.017 1.068 

S-CIELAB 
40 cm 0.984 0.968 0.943 0.960 

S-CIELAB 
60 cm 0.982 0.968 0.946 0.946 

In the paper [16], authors propose the algorithm that 
calculates a single calibration for any displayed images. 
However, in comparison with the algorithm proposed in 
this paper, it reduces the maximum brightness of the dis-
play more strongly (so as global brightness contrast). The 
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algorithm from [16] for the image from the fig. 5e de-
creases the maximal brightness of all pixels by 42 % rela-
tive to the input image. In the same time our algorithm 
decreases the maximum brightness by 11 %. 

Conclusion 

In this work, we consider the defective pixels compen-
sation problem for a display with variations in pixel char-
acteristics (including defects) to minimize the perceived 
non-uniformity of an image. The S-CIELAB image differ-
ence metric was used to evaluate the perceived non-
uniformity. This method takes into account both the resolu-
tion of the human visual system and the reduced sensitivity 
to the absolute values of the achromatic component of the 
image. We propose a reasonable compromise between uni-
formity of the displayed image, its maximum brightness, 
and computational efficiency of the algorithm. 

We studied the dependence of compensation accuracy 
on the compensation model (channel-wise or matrix) on the 
model of pixel characteristics variation. Even when there is 
no variation in the emission spectra of subpixels, we found 
that the matrix compensation model is superior compared to 
the channel-wise (vector) model. Additionally, the depend-
ence of the compensation accuracy on the observation dis-
tance used in the compensation data was studied. 

To further develop the solution to the considered 
problem, more experimental data should be acquired in 
order to confirm and clarify the conclusions of this work, 
since the accuracy of the S-CIELAB spatial color percep-
tion model is limited and has not been studied thoroughly 
enough to be applied to these tasks. 
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