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Abstract 

This paper analyzes the problems of document image recognition and the existing solutions. 
Document recognition algorithms have been studied for quite a long time, but despite this, current-
ly, the topic is relevant and research continues, as evidenced by a large number of associated pub-
lications and reviews. However, most of these works and reviews are devoted to individual recog-
nition tasks. In this review, the entire set of methods, approaches, and algorithms necessary for 
document recognition is considered. A preliminary systematization allowed us to distinguish 
groups of methods for extracting information from documents of different types: single-page and 
multi-page, with text and handwritten contents, with a fixed template and flexible structure, and 
digitalized via different ways: scanning, photographing, video recording. Here, we consider meth-
ods of document recognition and analysis applied to a wide range of tasks: identification and 
verification of identity, due diligence, machine learning algorithms, questionnaires, and audits. 
The groups of methods necessary for the recognition of a single page image are examined: the 
classical computer vision algorithms, i.e., keypoints, local feature descriptors, Fast Hough 
Transforms, image binarization, and modern neural network models for document boundary de-
tection, document classification, document structure analysis, i.e., text blocks and tables locali-
zation, extraction and recognition of the details, post-processing of recognition results. The re-
view provides a description of publicly available experimental data packages for training and 
testing recognition algorithms. Methods for optimizing the performance of document image 
analysis and recognition methods are described. 
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Introduction 

Paperwork and subsequent document flow have ac-
companied the organized activity of mankind since an-
cient recorded times. In the 1980s, with the development 
of electronic computing devices, the migration of paper 
document management to electronic form began. Despite 
consistent predictions that electronic document flow will 
soon replace paper one, after 40 years people around the 
world still use the mixed electronic and paper document 
flow. In such a situation it is important to have technolo-
gies that help easily and accurately translate a document 
from one form to another. The methods of preparing elec-
tronic documents for printing can be considered from the 
scientific point of view, taking into account the need for 
automatic layout, but they are not considered in this re-
view. Here we concentrate on relevant methods of auto-
matic analysis and recognition of document images (doc-
ument image analysis, DIA) that are necessary for the 
electronic processing of paper documents. 

For further discussion, we need to introduce several 
basic notions. We define a document as a set of un-

changeable (for a fixed class of documents) elements and 
information attributes. The attribute values are interpreted 
by an information system to perform operations on a doc-
ument. Examples of such operations are registration, con-
trol, and cancellation of a document, synchronization of 
document attributes and data in the electronic archive. 
Documents that are part of the document flow can be 
called business documents. Attributes of business docu-
ments, unlike other documents, are parameters of docu-
ment flow processes. Examples of documents of various 
types are shown in fig. 1. 

For further discussion, we need to introduce several 
basic notions. The graphical representation of any docu-
ment contains static graphic elements and content ele-
ments: information fields and confirmation elements. A 
set of static elements is referred to as the document tem-
plate. Static graphic elements are usually represented by 
text fragments within the document: headings and field 
names ("name", "address", etc.). Other types of static el-
ements are boundary lines and checkboxes. Information 
fields usually contain text, although there are also bar-
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code fields. Interestingly, in some cases, a barcode can be 
a static element, which facilitates document classifica-
tion. There are also multi-line text fields, parts of which 
can be transferred to another page of a multi-page docu-
ment. Confirmation elements include signatures, seals, 
and handwritten notes. The documents may include sec-
tions that combine logically connected groups of ele-
ments and fields. One of the most important elements of 
certain templates is the complex background. For ID or 
registration documents, text on stamped paper with a so-
called "guilloché" background is typical. Such back-
ground is a classical static element. The background of 
bank plastic cards can be a random image that changes 
from series to series. It is not a static element in the strict 
sense, but as a rule, it is not an information attribute either. 

 
Fig. 1. Samples of ID forms (on top, from set of data MIDV-500 
[1]) and flexible forms (on bottom, from set of data Funsd [2]) 

For further discussion, we need to introduce several 
basic notions. The graphical representation of any docu-
ment contains static graphic elements and content ele-
ments: information fields and confirmation elements. A 
set of static elements is referred to as the document tem-
plate. Static graphic elements are usually represented by 
text fragments within the document: headings and field 
names ("name", "address", etc.). Other types of static el-
ements are boundary lines and checkboxes. Information 
fields usually contain text, although there are also bar-
code fields. Interestingly, in some cases, a barcode can be 
a static element, which facilitates document classifica-
tion. There are also multi-line text fields, parts of which 
can be transferred to another page of a multi-page docu-
ment. Confirmation elements include signatures, seals, 
and handwritten notes. The documents may include sec-
tions that combine logically connected groups of ele-
ments and fields. One of the most important elements of 
certain templates is the complex background. For ID or 
registration documents, text on stamped paper with a so-

called "guilloché" background is typical. Such back-
ground is a classical static element. The background of 
bank plastic cards can be a random image that changes 
from series to series. It is not a static element in the strict 
sense, but as a rule, it is not an information attribute either. 

By document recognition, we denote the extraction of 
attribute values from the document image. Usually, prior 
to recognition, some information about document struc-
ture and characteristics of its attributes is known. Among 
the variety of documents, the following classes can be 
considered based on the document structure: 
 rigid forms created in a uniform polygraphic way, such 

as ID documents (passport, ID card), driver's license; 
 flexible forms created based on the known templates, 

e.g. standard questionnaires, notifications, declarations, 
bank plastic cards;  

 documents without a strict template, e.g. contracts, let-
ters of attorney; 

 documents that do not have a common template, such 
as business letters. 
There are single-page and multi-page documents. 

Each page of a multi-page rigid form is often treated as a 
single-page document. In other document classes, static 
elements and content text can be transferred from one 
page to another, hence separation into single pages is not 
constructive in this case. 

It is also possible to classify document types based on 
their application and attribute characteristics. For exam-
ple, IDs, registration documents, financial and credit doc-
uments, contract documents are considered. 

As we will show below, there are still tasks within 
this field that have not been solved sufficiently enough 
for a fully automated process of document transfor-
mation. In particular, it is related to the problems of clas-
sification and semantic analysis of poorly structured doc-
uments. Besides, technological progress has changed the 
emphasis within the paperwork, though in a different way 
than it was predicted before. As telephones have been re-
placed by internet-enabled smartphones with cameras and 
powerful processors, the demand for document pro-
cessing via such devices has increased. While paper doc-
uments are still ubiquitous, flatbed scanners have become 
far less common and are no longer perceived as an essen-
tial attribute of document digitization. The transition from 
the analysis of scanned images to the analysis of docu-
ment photographs required the development of new ap-
proaches, resistant at least to projective distortions and 
uneven illumination. This brought the field of DIA closer 
to computer vision. 

The main ways of document image capturing are 
scanning and photographing, including capturing via mo-
bile devices. Very noisy photocopies of pages can be still 
found nowadays. Any digitization method can potentially 
cause a defect of image loss around the frame border. The 
above-mentioned variability of document content and pe-
culiarities of modern digitization methods result in a great 
variety of document images, which complicates DIA. 
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A large number of works published, including recent-
ly confirms the relevance of the research in field of DIA. 
The following specialized conferences are fully or in sep-
arate sections dedicated to DIA problems, models, and 
algorithms: 
 ICDAR – International Conference on Document 

Analysis and Recognition (https://icdar2021.org, 
https://icdar2020.org, …); 

 ICPR – International Conference of Pattern Recogni-
tion (https://icpr2020.net); 

 ICMV – International Conference on Machine Vision 
(http://icmv.org); 

 ASPDAC – Asia and South Pacific Design Automation 
Conference (https://aspdac2022.github.io/index.html); 

 ICIP – International Conference on Image Processing 
(2020.ieeeicip.org, 2019.ieeeicip.org, …); 

 CCVPR – Conference on Computer Vision and Pat-
tern Recognition (http://www.ccvpr.org). 
High interest in DIA is also shown by an increase in the 

number of citations for papers (for example see fig. 2). 

 
Fig. 2. Changes in the number of citations of ICDAR 

publications [25] 

The long history of research in the field of DIA is re-
flected in numerous conference proceedings, reviews 
[3,4,6,7 – 21], and books [22 – 24]. But older publications 
do not account for the technological shift of recent 10 
years, when the full DIA process from image or video 
capture to full recognition and results presentation be-
came possible directly on mobile or autonomous devices. 
At the same time, to the best of our knowledge, publica-
tions of recent years considered only separate tasks (such 
as document image classification [3], extraction of infor-
mation from poorly structured documents [4], etc.) or ad-
vances of particular methods (mostly machine [16] and 
deep [20, 21] learning). 

Thus, in document image analysis, some long-
standing issues remain unresolved while new problems 
are emerging. On the other hand, the methodology of data 
analysis and recognition has undergone significant 
changes over the past 40 years, and machine learning 
methods, primarily the neural network approach, are 
steadily replacing the classical algorithms. In addition, a 
common practice nowadays is to experimentally compare 
various methods on publicly available massive datasets. 
Hence, it is important to review the main relevant tasks of 
DIA, the corresponding datasets, and the most promising 
methods in a single review. 

1. A review of document image analysis methods 
1.1. Document image normalization 

Due to human and technical factors, digital images 
may contain distortions. Elimination of distortions, or 
normalization, is a classical task of digital document im-
aging. A particular case of such distortions is the skew 
(rotation) of the acquired document image. Correction of 
such skew is considered to be one of the main stages of 
document image preparation for further analysis [26]. 

To this moment, many approaches have been devel-
oped to solve the problem of document skew estimation 
and correction. In the fundamental work of Hull pub-
lished in 1996 [5] several dozens of different algorithms 
were considered. A more modern review of current meth-
ods can be found, for example, in [6].  

To get an idea of document skew detection algorithms 
let consider one of the simplest and most popular meth-
ods, which is based on Principal Component Analysis, or 
PCA. Given a set of points, the first principal component 
corresponds to a line that minimizes the sum of squares 
of the distances of the points from this line. By method`s 
assumption the input document image contains some lin-
ear structures which in general share the same direction 
which corresponds to this best-fitting line, and conse-
quently matches the skew angle. 

To find principal components of the input binary im-
age the set of its black pixels is analyzed. Firstly, the co-
variance matrix C is calculated for these pixels coordi-
nates. The eigen vectors of C are corresponding directly 
to the principal components and the largest one thus is 
corresponding to the skew angle required to find. The 
method is very computationally efficient, but requires 
preliminary binarization of the input image. In depth it is 
described in work [27]. Other methods can be roughly di-
vided into five main groups. 

The first group of methods is based on the analysis of 
horizontal parallel projections of the document image. 
For an image I of size M×N the parallel horizontal pro-
jection is defined as follows: 

0
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Skew detection in this case is reduced to the successive 
rotation of the original image by a predetermined set of an-
gles, and the best projection is chosen. Obviously, to rank 
the obtained projections, some criterion f(π) should be pro-
vided. The angle ϕ at which the global extremum of f(π) is 
reached is selected as a result. The sum of squared projection 
element values is often used as a criterion, i.e., 
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The second group of methods relies on the Hough 
transform applied to the document image. The concept of 
this transformation is to count the number of pixels along 
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all possible straight lines in the original image. The nor-
mal (from "normal" in geometry) parameterization (ρ, ϕ) 
is usually employed to define the lines. With this choice, 
the problem is reduced to the search for such lines of di-
rection ϕ, where the given criterion reaches maximum. 
The criterion is usually introduced as the sum of Hough 
image derivative squared values [26]. The main problem 
of this group of methods is high computational complexi-
ty. To overcome this drawback, it was proposed [28] to 
use a fast discrete Radon transform algorithm to calculate 
the Hough image, which reduced the computational com-
plexity from  (n3) to  (n2logn). 

The third group of methods is based on the analysis of 
connectivity components. Their idea is to cluster the ex-
tracted components and identify linear clusters corre-
sponding to the lines of the document. After determining 
the skew in each of the found clusters, a single "average" 
skew is selected. 

The fourth group of methods is based on document im-
age segmentation algorithms. First, various graphic primi-
tives, such as text lines, elements of the document struc-
ture, individual characters are detected. After that, the es-
timation of the skew for each of the received components 
is performed, and the document skew is calculated. 

The fifth group includes methods based on the use of 
artificial neural networks. A noteworthy approach was 
proposed in [29]. Here, the problem document skew es-
timation is treated as a classification problem with 360 
classes, each corresponding to a certain angle. 

With such a large variety of methods, the question 
is which one to choose. For this, in 2013, a special 
competition was organized. It is devoted solely to the 
problem of document skew estimation [30]. For this 
competition, a data set modeling the main problems 
encountered in document skew detection was created. 
For all images within this dataset, experts manually 
specified the expected skew detector response. Method 
performance evaluation criteria were introduced. Ac-
cording to the results of the competition, the method 
based on the Fourier transform with special image pre-
processing [31] proved superior. 

Document skew detection for subsequent normaliza-
tion is required not only for correcting the entire docu-
ment. The processing of document images requires the 
recognition of the text images by optical character recog-
nition (OCR) modules. Text images normalization im-
proves the accuracy of OCR. 

It should be noted that the normalization tasks for 
printed and handwritten attributes are significantly dif-
ferent. In the first case, it is a matter of finding a single 
dominant direction on the entire fragment. The hand-
written text images skew can vary within a word frag-
ment, which leads to much more complex schemes of 
fragment processing. Examples of such schemes based 
on the principles of dynamic programming can be 
found in [32]. 

1.2. Document image binarization 

Document image binarization separates pixels of doc-
ument contents from pixels of background. This classifi-
cation of pixels allows for a significant reduction in the 
memory required to store the image, and it simplifies all 
the subsequent OCR steps. 

Binarization methods can be grouped according to the 
threshold surface introduction. Threshold surface T(x,y) is 
a two-dimensional function defined on the domain of the 
original image I, which specifies the binarization thresh-
old value for the corresponding pixel of the original im-
age. Hence, bi-tonal image B is constructed as follows:  
B (x, y) = [I (x, y) > T (x, y)]. 

The simplest group of methods are the so-called glob-
al binarization methods, in which the threshold surface T 
is the same at each point. Such algorithms are character-
ized by very high performance, but are extremely sensi-
tive to the image content. The most widespread of such 
methods is the Otsu method, proposed back in 1979 [33]. 
The Otsu method determines the threshold value based on 
the image brightness histogram, minimizing the weighted 
intraclass variance. Global methods yield poor results in 
the cases of unevenly illuminated documents, outlier 
noise, and other distortions. Hence, various improve-
ments have been proposed. Special image processing 
applied prior to global binarization can significantly im-
prove the results. One popular technique for such pre-
processing is image background estimation and normal-
ization [34]. 

In methods within the group of local (or adaptive) bi-
narization algorithms [35], the threshold surface values 
depend not only on the brightness value of the pixel itself 
but also on the brightness of its neighbors in some given 
neighborhood. Such algorithms are much more robust to 
both document imaging conditions and to the presence of 
noise in the resulting image. On the other hand, local 
methods require tuning parameters, and the selection of 
these parameter values is a nontrivial task. Therefore, lo-
cal methods with automatic determination of parameter 
values, including the use of the Otsu criterion generaliza-
tion, were proposed [36]. 

Classical binarization methods are characterized by 
high performance but do not allow for consistently high 
accuracy in all applications. To increase the accuracy, 
some works suggest using several different binarization 
results and make a final classification decision for each 
pixel based on these results, but this is clearly a mere pal-
liative. The most popular group of methods at the mo-
ment is based on pixel-by-pixel classification using ma-
chine learning, mainly neural networks of different archi-
tecture [37, 38]. Such algorithms provide high binariza-
tion accuracy in a number of cases, they usually do not 
require any preprocessing of the document image but are 
computationally complex. 

Currently, choosing a suitable binarization method is 
a non-trivial task. The document image binarization 
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(DIB) platform [39] has been launched to track the pro-
gress of document binarization. It consolidates all availa-
ble knowledge and artifacts related to document binariza-
tion. The platform includes datasets such as Document 
Image Binarization Competition (DIBCO) datasets (all 
years), Nabuko, LiveMemory, synthetic data, and many 
others. The platform has also begun to host relevant con-
tests, the distinguishing feature of which is the considera-
tion of the running time of the proposed solutions. 

1.3. Document classification and localization based 
on keypoints 

In image analysis, keypoints are image points, local 
neighborhoods of which include distinctive features com-
pared to other neighborhoods. In the last few years, 
methods based on detection, analysis, and comparison of 
keypoints have shown good results for object detection, 
image classification, panoramic image stitching, facial 
recognition and etc. 

Keypoints detectors are methods for search of Region 
of Interest (ROI) considered as reference points/areas for 
local descriptors that describe the keypoint and the fea-
tures within its vicinity. Hence, a set of descriptors allows 
characterizing the local areas of the image. There are var-
ious methods for descriptors detection and calculation. 
Usually, these methods are proposed in pairs and have the 
same name, but this is not necessarily the case. 

In document image recognition, the keypoints mecha-
nism is used to classify and localize a document or its 
part by comparison with a reference. The localization of 
documents with a template of fixed geometry can be car-
ried out by this method while the document is being cap-
tured by a camera, in the presence of projective distor-
tions. In this case, the algorithms of the random sample 
consensus (RANSAC) [40] family are usually employed 
for comparing the constellations of keypoints. This ap-
proach fully determines the internal coordinate system of 
the document within the image. In this case, an important 
property of keypoints is affine invariance (the projective 
transformation is locally affine). When the number of 
keypoints is large, classification is performed via the 
Bag-Of-Features model using fast search trees [41]. 

The simplest examples of keypoints are corners, ends of 
segments, and other topological features of the morphologi-
cal skeleton of images. Keypoints have an advantage over 
other image features, such as edges and regions, because 
they are better localized, yet have highly informative content 
[42]. Keypoints tend to be stable in terms of image trans-
formations and transformations that change the viewpoint. 
The disadvantages of using keypoints include a decrease in 
the probability of correct classification when the volume of 
possible classes increases, and instability to strong defocus-
ing. Among the fast methods of keypoint detection are the 
Harris corner detector [43], FAST [44], Difference-of-
Gaussian (DOG) [45] and YAPE [46]. 

The Scale Invariant Feature Transform (SIFT) detec-
tion algorithm is not sensitive to image scaling and rota-

tion and is partially invariant to illumination and view-
point changes [45]. The SIFT algorithm is highly distinc-
tive, i.e., with high probability it allows a single feature to 
be correctly compared against a large feature database, 
providing the basis for object and scene recognition. The 
computational cost of keypoints detection in SIFT is op-
timized using cascade filtering, where more expensive 
operations are applied only to locations that have passed 
the initial validation. Despite this, the main drawback of 
SIFT is its high computational complexity. 

The Speeded Up Robust Features (SURF) method, 
which is based on Gaussian multiscale image analysis, 
was introduced in [47] in 2008. The SURF detector is 
based on the Hesse matrix determinant and uses integral 
images to increase the speed of feature detection. The 64-
bit SURF descriptor represents each detected keypoint 
with a Haar wavelet response distribution within a partic-
ular neighborhood. For each of the 44 subregions, each 
feature vector contains four parts: 

( , , , ) ,    v dx dy dx dy  (3) 

where the wavelet responses dx and dy are summed for 
each subregion, and the absolute values of the responses 
|dx| and |dy| provide the polarity of the intensity changes.  
The SURF algorithm is invariant to rotation and scale but 
has relatively weak affine invariance. However, the de-
scriptor can be extended to 128 bits in order to deal with 
large changes in the viewpoint. The main advantage of 
SURF over SIFT is its low computational cost. 

The Oriented FAST and Rotated BRIEF (ORB) algo-
rithm was proposed in 2011. ORB is a combination of a 
modified FAST (Features from Accelerated Segment 
Test) detector [44] and a directed-normalized BRIEF (Bi-
nary Robust Independent Elementary Features) de-
scriptor. FAST features are detected in each layer of the 
multiscale pyramid, and the quality of the detected points 
is evaluated using the Harris corner detector. Since the 
BRIEF method is extremely sensitive to rotations, a mod-
ified version of the BRIEF descriptor was used. The ori-
entation of FAST features is estimated by the intensity 
centroid, the corner's intensity offset from its center. This 
offset measures the orientation: the vector between the 
object location and the centroid [48]. In [48], the centroid 
is defined as: 

10 00 01 00( , ), ( , ).  p q
pqC m m m m m x y I x y  (4) 

The ORB method is robust to scaling, rotation, and 
limited affine distortions. 

The Binary Robust Invariant Scalable Keypoints 
(BRISK) algorithm is described in [49]. It detects corners 
using the AGAST method [50] and filters them using the 
Harris corner detector while searching for maxima in a 
multiscale spatial pyramid. The BRISK descriptor is 
based on determining each keypoint's characteristic direc-
tion, which allows for the invariance to rotation. To com-
pute the orientation of keypoint k, BRISK uses local gra-
dients between sampling-point pairs: 
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where (pj, pi) is a sampling-point pair. The smoothed in-
tensity values at these points are I ( pj, j) and I ( pi, i). To 
allow for illumination invariance, results of simple 
brightness tests are concatenated, so the descriptor is con-
structed as a binary string. The BRISK method is rota-
tion, scale, and limited affine distortions invariant.  

The development of new methods for keypoints de-
tection and description continues: along with methods 
that have already proven themselves useful, many new 
experimental methods are based on neural networks [51]. 

In a review of keypoints detection and description 
methods [52], the experimental results describing the ac-
curacy and processing time of various methods (see 
tab. 1). The authors generated 1630 videos [52] based on 
the book from the open WikiBook dataset [53], which 
contains 700 A4-sized pages of text. The quality was 
measured based on the accuracy of correctly detected re-
gions of interest within the images. For methods evalua-
tion, other open datasets, such as MIDV-500 [1], MIDV-
2019 [54], Tobacco dataset [55], can be employed. 

Tab. 1. Detection quality and processing time of keypoints 
detection methods 

Descriptor Detector 

Quality (for different rota-
tion angles) (%) 

Average pro-
cessing time 
for 15 frames 
of the video, 

s 

mini-
mum 

maxi-
mum 

Aver-
age 

SIFT SIFT 88.4 83.9 86.4 1.21 
SIFT SURF 98.6 93.2 96.4 2.76 
SIFT BRISK 98.4 98.7 98.6 1.4 
SIFT ORB 97.1 98.3 97.9 1.5 
SIFT AKAZE 61.6 64.7 63.6 0.7 
SURF SURF 10.0 92.5 59.5 3.06 
SURF SIFT 5.0 55.2 31.0 1.2 
SURF BRISK 69.9 94.0 84.2 1.8 
SURF ORB 80.0 96.9 90.4 1.3 
SURF AKAZE 0.3 1.0 0.7 0.8 
ORB ORB 79.0 81.2 79.9 6.81 

AKAZE AKAZE 68.7 73.1 70.4 9.9 
KAZE KAZE 0.4 0.7 32.3 2.1 

1.4. Document boundary detection 

Localization via keypoints detection assumes that a 
document’s template has unique features, and they should 
be known in advance. Often, this is not the case. Office 
documents (contracts, etc.) may have no template, while 
bank cards have extremely varied templates and are usu-
ally unknown in advance. In this case, at the geometric 
normalization step, a rectangle is chosen as a model for a 
document. The model can be augmented with a known 
aspect ratio of the document. When scanning a document, 
it is sometimes beneficial to augment the model with ab-
solute dimensions. The image of a document in scanned 
images is a rectangle that differs from the preimage by 
shift, rotation, and isotropic compression, and the com-

pression ratio is usually known (as it is set by the scan-
ning resolution). In mobile camera images, the document 
image is an almost arbitrary convex quadrangle, since the 
image is subjected to projective distortion. 

Works on document boundary detection consider both 
scanned images and photographs. The second case is more 
general, because such images may have a non-uniform 
background, which increases the probability of false posi-
tives. In addition, the borders of the document may be par-
tially obscured. We will consider the problem of document 
detection in camera images. The methods described below 
can be also applied to scanned images by introducing addi-
tional geometric constraints on the resulting quadrangle. 

There are three main approaches to document bounda-
ry detection: contour analysis, image segmentation, and 
document corner detection. 

The most widespread approach is the analysis of con-
tours in the document image. One of the classic works us-
ing this approach is [56], which introduces a method for 
the detection of a whiteboard in an image. The algorithm 
proposed by the authors includes the following steps: 
 edge detection in an image converted to grayscale; 
 straight lines detection on edge map via Hough trans-

form; 
 formation of the quadrangle candidates satisfying ge-

ometric conditions;  
 estimation of each quadrangle B consistency: con-

sistency (B) = bB consistency(b), where b is a quad-
rangle side, and consistency(b) is calculated as the 
fraction of the side’s pixels which have a match on 
edges map; 

 the best quadrangle selection and its refinement.  
This approach is the basis of many algorithms for 

document boundary detection. The authors of [57], while 
following the described steps, propose to omit grayscale 
conversion before border detection due to the possible 
loss of information. Instead, the image is converted to the 
CIELAB color space. A separate edge map is generated 
for each channel, then the results are combined using the 
OR logical operation. 

Some works propose to complement the described 
approach with high-frequency noise filtering methods, 
which can reduce the number of false positives of the 
straight lines detector. The paper [58] describes a text fil-
tering method: on the edge map, the connectivity compo-
nents are selected, their bounding rectangles are calculat-
ed, and each component is estimated by the aspect ratio 
of the rectangle, its size relative to the region of interest, 
and the number of pixels. 

For quadrangle candidates formation, the classical ap-
proach assumes the use of exhaustive search with cutoffs. 
The same technique is used by most works described here. 

Some works introduce new ways of quadrangle con-
sistency estimation. In [59], the aspect ratio of the docu-
ment Pd is considered known, and the quadrangle evalua-
tion verification takes into account the deviation of the 
evaluated aspect ratio Pe from the given one. Also, the 
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weight of the corresponding lines within the Hough space 
Wl is considered, and for each corner, the penalty Pc is 
calculated: the sum of pixel intensities on the edge map 
within the corresponding sides and outside of them. This 
allows for the filtering out the quadrangles for which one 
of the sides is formed by an edge that is beyond the quad-
rangle boundaries:  

 4 4

1 1
( ) 1 .

 
   i i

d
l ci ie

Pconsistency B W PP  (6) 

The paper [60] also considers the issue of reducing 
the number of false positives when localizing a quadran-
gle in the image, which is especially important in the case 
of a complex background, elements of which can obscure 
the document or form areas similar to a quadrangle. The 
authors propose to complement the classical approach 
with the calculation of consistency via the evaluation of 
the contrast between the inner and outer regions of the 
quadrangle. 

It is worth noting that the basic assumption of the 
contour analysis approach is that all sides of the docu-
ment are visible in the image and have a strong contrast 
to the background. However, when used in real-world 
document recognition systems, this assumption may not 
hold: one of the sides of the document may be outside the 
frame or be obscured, making it nearly impossible to 
form a quadrangle of 4 sides. 

The second approach treats document boundary detec-
tion as an image segmentation problem. This approach 
imposes weaker constraints on the visibility of the docu-
ment boundaries, but in most cases, the algorithms are 
more computationally complex. The authors of [61] use 
the "local-global variational energy" functional based on 
probabilistic distributions of coordinate vectors and color 
characteristics of pixels for document regions and back-
ground. The segmentation problem is solved by optimiz-
ing this functional. 

A separate group of works (e.g., [62]) employs a tree 
of shapes, which is a hierarchical representation of an im-
age based on the inclusion of its level lines to detect ob-
jects in the image. It is worth noting that the algorithm 
described in [62] performed best in the first test of the 
ICDAR 2015 SmartDoc thematic competition. 

In [63], a few background points are selected in the 
image, areas similar to these points are segmented, and 
the document quadrangle is found iteratively, minimizing 
the number of background-like pixels inside the quadran-
gle, and maximizing their number outside it. 

A neural network approach is also used for document 
segmentation: U-net architecture [64]; OctHU-PageScan - 
Fully Octave Convolutional Neural Network based on the 
same architecture; HoughEncoder [65], autoencoder 
which employs direct and transpose Hough transforms. 

The third approach involves the detection of docu-
ment corners. In [66], a two-stage neural network is used 
for this purpose. The first neural network roughly esti-
mates the position of document corners in the input im-

age; then each of the corners is iteratively refined by a 
second neural network, which takes the local neighbor-
hood of each document corner as input. The limitations of 
this approach are the requirement of visibility and high 
contrast to the background of all document corners, 
which is often not possible when capturing an image with 
a mobile camera. 

It should be noted that there are also works that pro-
pose to combine the methods of anchoring based on key-
points, and detection of the document borders quadrangle 
to increase the accuracy [40]. 

There are several public datasets that are used to 
measure the quality of document boundary detection: the 
dataset of the ICDAR 2015 SmartDoc competition [41], 
the MIDV-500 dataset [1], the MIDV-2019 dataset [54], 
the SEECS-NUSF dataset [66], the CDPhotoDataset de-
scribed in [67] which will be available after the 
ICDAR2021 competition is concluded. The most com-
monly used metric for evaluating the quality of document 
boundary detection is the Jaccard index. Particularly, it 
was used in the ICDAR 2015 SmartDoc competition. 

1.5. Visual appearance based document 
 image classification and localization 

There is another approach to document localization 
and classification. It is used when the document template 
does not have unique and stable local features, but the 
document can still be easily recognized by its visual ap-
pearance. In such cases, some machine learning methods 
can be applied to classify the document. Classification 
methods that do not provide simultaneous document lo-
calization are applied after the previously discussed algo-
rithms of geometric normalization by localizing bounda-
ries. A rather detailed review of such methods can be 
found in section 2.2.2 of the paper [3]. 

Moreover, there is at least one machine learning 
method that solves both problems. A method of object 
detection based on fast computation of local contrasts 
(the so-called Haar features) was proposed by Viola and 
Jones for facial recognition in photographs [68]. When 
they used the concept of an integral image, the contrast 
calculation for an arbitrary rectangular sub-area was per-
formed on average in a few clock cycles of the central 
processor. Hence, quick application of the detectors based 
on the calculation of Haar features to each rectangular 
sub-region of the image taken with all possible scales 
from a predetermined set, was possible. As a result, the 
Viola and Jones method allowed for running capabilities 
of 15 frames per second on a personal computer in 2000 
without the use of a graphics processing unit. 

Another advantage of the Viola and Jones method as 
compared to neural network deep learning methods is that 
it is less demanding in terms of the amount of training da-
ta. This is important for the tasks associated with the 
recognition of identity documents when training data col-
lection is associated with serious legal constraints. In 
[69], several Viola and Jones classifiers were trained to 
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localize several types of identity documents in scanned 
images, with a positive sample for each class consisting 
of only a few hundred examples. The method is robust to 
noisy elements such as guilloché patterns, security fibers, 
handwritten marks, etc., because it employs low-
resolution features that form the visual image "as a 
whole," ignoring small details. 

The Viola and Jones method is also applicable for 
searching and classifying the reference elements of a 
template or content when the document does not contain 
a sufficient number of keypoints. Another interesting ob-
ject is round seals, the detection and removal of which 
plays a special role in document recognition. First, seal 
detection is necessary to verify the authenticity of the 
document. Second, seals contain meaningful information, 
the recognition and control of which is important [70]. 

1.6. Document structure analysis algorithms 

After preliminary image processing and localization 
of document boundaries in the image, the most important 
stage is the analysis of its structure and segmentation of 
the document into its constituent parts. The tasks includ-
ed in the document structure analysis block can be divid-
ed into the following groups: 
 detection and localization of text elements (lines, 

words) of the document; 
 analysis of the text blocks structure and the segmenta-

tion of the document into separate text blocks, col-
umns, paragraphs, or text fields; examples of text 
blocks are shown in fig. 3; 

 finding the text reading sequence of text blocks (col-
umns, paragraphs, fields) in a document; 

 detection and localization of graphic elements within 
the document, i.e. shapes, figures, formulas, seals, 
stamps, etc. 

 
Fig. 3. An example of the structure of text blocks (from [3]) 

Since the segmentation of a document image into in-
formation fragments largely depends on both the structure 
of the document and the specifics of the particular recog-
nition systems, a wide range of methods and approaches 
proposed to solve associated problems, grouped in differ-
ent ways, can be found in the literature. 

In terms of document features, document structure 
analysis methods are divided into rigid templates  struc-
ture analysis methods (i.e., documents with variable ele-
ments located at the same places throughout samples), 
single-column and multi-column Manhattan structure 

analysis (i.e. documents that can be decomposed into 
non-overlapping orthotropic rectangular regions, each 
containing either a text block or a figure, a table, etc.), 
and analysis of documents with arbitrary structure (i.e. 
documents where graphical elements and text blocks can 
be of arbitrary shape and with arbitrary text direction). 
Methods of document structure parsing are also divided 
into methods involving a priori knowledge of the tem-
plate ("grammar") of the document components structure, 
and methods applicable to documents with a priori un-
known structure. 

Algorithms for document structure analysis in terms 
of approaches can be divided into three groups: bottom-
up, top-down, and hybrid approaches. 

The bottom-up approaches rely on the preliminary 
identification and analysis of individual document com-
ponents, such as pictures, text lines and words, static 
texts, keypoints, markers, etc. Based on these compo-
nents, such approaches restore the overall structure. Bot-
tom-up group includes methods based on groups of con-
nected components analysis, line segments identification 
[71], morphological image analysis for text components 
search [72], textual key points and relations between 
them [73], and methods based on Voronoi diagrams and 
Delaunay triangulation. 

The top-down approaches involve the analysis of the 
document image as a whole and the preliminary segmen-
tation of the document structure into blocks, each is sub-
sequently analyzed independently. Such methods include 
analysis of image projections on horizontal and vertical 
axes and gap analysis [74], document decomposition into 
blocks by optimal superposition of Gaussian kernels [75] 
or other types of functions. 

The third group includes hybrid approaches, the joint 
application of several techniques, combining top-down 
and bottom-up approaches with additional modifications, 
determined by the task or the document specificity. This 
group also includes methods based on machine learning 
and the application of deep neural networks, which have 
been actively developing in recent years. Thus, models 
based on convolutional and recurrent neural networks, in-
cluding deep VGG-16 and YOLOv2/v3 architectures are 
used to detect, search, and classify individual document 
components such as shapes and figures [76], and formu-
las, as well as textual elements of documents and the 
links between them. Deep convolutional models are used 
to classify blocks of documents [77], full convolutional 
neural networks, Trainable Multiplication Layers (TML) 
convolutional neural networks, and Siamese networks are 
employed to solve the problem of semantic document 
segmentation [78]. 

The problem of detection and localization of arbitrary 
text lines and individual words, which is widely dis-
cussed in the literature together with methods of docu-
ment structure analysis (although, strictly speaking, it is a 
more general task that also takes place outside the docu-
ment processing systems), should be pointed out sepa-
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rately. The terms "text in the wild", "word spotting", or 
"text spotting" describe this problem. To solve it, various 
methods are created. Such methods allow for the selec-
tion of sections of the input images containing characters, 
graphemes, words, and whole text lines under the condi-
tions of pixel (brightness, color) and geometric distor-
tions. Methods include both structural analysis of image 
sections followed by the combinatorial selection of sec-
tions with text features, use of local text feature learning 
techniques, and global use of deep convolutional neural 
networks for text pixel extraction in arbitrary images [79]. 

The broad topic of document structure analysis and 
such subtopics as document image segmentation and 
searching for graphical or textual elements kindles the in-
terest of the scientific community in developing new al-
gorithms and methods for related tasks. Scientific con-
tests, such as the ICDAR Recognition of Documents with 
Complex Layouts and others, are held regularly. To eval-
uate the newly published algorithms, the traditional open 
datasets such as PRImA [80] (document structure analy-
sis), COCO-text [81] (text detection and recognition from 
natural images), and the datasets of the international pro-
ject for the development of document analysis systems 
MAURDOR [82] are used. In addition to them, interna-
tional teams create new datasets reflecting the specifics 
and characteristics of individual document types, for ex-
ample, the BID [83] and MIDV-500 [1] datasets for the 
analysis of identity documents. 

1.7. Table recognition methods 

Tables are an important element of many types of 
documents. Despite the long history of research, the prob-
lem of their recognition remains relevant, and the bulk of 
the results are given for closed datasets, which compli-
cates the analysis and verification of the results. Below 
we will consider the main results of table recognition in 
printed documents (unconstrained documents), as they 
are supported by regular competitions [84 – 86] and are 
applicable to table recognition in documents. 

General approaches and methods for table recognition 
can be found, for example, in the review section of [87]. 
When processing tables, algorithms can rely on more 
heuristics, and additionally use such characteristic struc-
tural elements as layout lines, corners and junctions, 
alignments, etc. Nevertheless, in recent years, there has 
been a shift in researchers' interest from engineering 
problem-solving methods to learning ones. 

In various sources, tables are formalized in different 
ways [88], and this is the result, apparently, of the fun-
damental impossibility of formulating a single strict defi-
nition of the concept of the table. The main subtasks of 
optical table recognition can be formulated as follows:  
 table detection (localization), i.e. detection of the bor-

ders of tabular structured information areas, usually in 
the form of orthotropic rectangles, in the image; 

 table segmentation (structure recognition), i.e. recogni-
tion of the table structure as a graph of adjacent cells, 
specifying the relative position of each table cell; 

 table recognition, i.e. recognition of the table structure 
and the contents of each cell. 
For the documents with a template, during the seg-

mentation, the specification of the table type according to 
the description can be accessed. For the documents with-
out a template, different variants of the table reconstruc-
tion tasks may be formulated (table understanding, table 
reconstruction, information extraction), which serve to 
restore the original structure of the table information con-
tent for interpretation, transformation, etc. In general, the 
table image may contain zones of different types: header 
zones, matrix core, identification and information zones. 
In practice, all types of zones are rarely used simultane-
ously. The main attention of research on table recognition 
is focused on the analysis of the header zones and matrix 
kernel zones, and the identification and information zones 
are often left out. 

To assess the performance of the table detection algo-
rithms, the detection results are compared to the reference 
rectangles using the Intersection over Union (IoU) coeffi-
cient. Accuracy, completeness, and F-measure values av-
eraged over the dataset can be evaluated either at several 
fixed IoU levels [86] or averaged over several IoU levels 
[85, 86]. The segmentation error classification system 
proposed in [88] can be used for a more detailed analysis. 
To assess the segmentation quality of the table area [85], 
a comparison with the benchmark structure of vertical 
and horizontal links between adjacent filled cells in the 
matrix structure is often used. In [89], this approach is 
criticized for its lack of sensitivity to errors caused by 
empty cells and mismatched cells outside of immediate 
neighbors, and for the fact that it does not accurately as-
sess the quality of cell content (text) recognition. The 
proposed new function of the TEDS (Tree-Edit-Distance-
based Similarity) quality of table recognition evaluation 
is based on the representation of the table in the form of a 
hierarchical tree structure (HTML table tree). The quality 
score is calculated based on the cost of editing (edit distance) 
of such a tree-like recognition result to bring it to the refer-
ence, which allows taking in to account both errors related to 
the structure and to the values of the terminal cells. 

When considering open reference datasets for table 
recognition tasks, we can distinguish three main types: 
 tables in digital (pdf, latex, word) sources (digitally-

born documents), which can be represented as digital 
source files themselves or as generated (rendered) im-
ages of rectified pages; 

 images of tables in printed documents; 
 images of tables in handwritten and/or historical doc-

uments. 
The images for the last two types were obtained main-

ly by scanning. Tab. 2 provides information on the main 
datasets related to table recognition. 
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Tab. 2. Information on datasets related to table recognition 

Datasets Year 
Num-
ber of 
tables 

Source Format 

Official 
split 

train/val/
test 

FUNSD [2] 
(IIT-CDIP [90]) 

2006, 
2019 

199 
(15k) 

scan image yes 

UNLV [91] 2010 558 scan image no 
Marmot [92] 2012 958 digital image no 
ICDAR-2013 [84] 2013 254 digital pdf yes 
CamCap [93] 2015 75 camera image no 
ICDAR-2017 [85], 
TabStructDB [94] 

2017, 
2019 

1081 digital image yes 

ICDAR-2019 [86] 
modern 

2019 340 digital image no 

ICDAR-2019 [86] 
historical 

2019 1099 scan image yes 

ICDAR-2019 SROIE 
[95] 

2019 1000 scan image yes 

IIIT-AR-13K [96] 2020 16k+ digital image no 

Open datasets mainly consist of images of tables in 
digital sources, such as articles and open business docu-
ments (IIIT-AR-13K), mostly financial reports. For paper 
documents, there are significantly fewer images, the doc-
uments themselves are archival, and the methods of ob-
taining images often are not modern, i.e. only mono-
chrome and binarized scans (UNLV) are presented. The 
use of digital sources made it possible to dramatically in-
crease the volume of sets, as well as to use automatically 
generated markup. A negative consequence of this ap-
proach is the insufficient accuracy of the data, as pointed 
out by the authors themselves. Therefore, in tab. 2, only 
the sets with manual markup are listed. 

Note that the basic datasets listed above are of limited 
usefulness for studying the recognition of tables in docu-
ments. They do not contain images of tables on a com-
plex background, typical for protected documents. There 
are very few obscured images with marks, signatures, 
seals, and stamps in the table area, etc. There are no open 
datasets with images of tables in documents obtained 
with mobile device cameras. 

Extraction of table-structured information is still a 
relevant task and is of interest to researchers, despite the 
fact that the concept of a table itself is not clearly formu-
lated. The use of neural network methods for detection 
has allowed reaching the industrial quality (with a proba-
bility of correct table recognition above 90 %), and the 
main focus of researchers has now shifted to the task of 
segmentation of tables in images of articles, books, re-
ports, etc. For document recognition methods, the im-
portant tasks are the creation of representative open da-
tasets with table images in documents, as well as the for-
mulation of document-specific quality evaluation criteria. 

1.8. Character and word recognition  
using artificial neural networks 

Since the late 90s of the last century, most of the 
methods and approaches to optical character recognition 
are based on artificial neural networks (ANNs). In this 

section, we limit ourselves to the methods used for char-
acter string recognition in printed documents.  

All methods used for line recognition can be divided 
into two large groups: methods with and without explicit 
segmentation of a text line into characters. 

When segmenting a text line, a bounding rectangle is 
constructed for each character, and the contents of the 
former are passed to the classifier. In this group of meth-
ods, segmentation is considered a more complicated task 
than classification. All the standard segmentation algo-
rithms experience difficulties when recognizing the 
linked or overlapping characters (when letters in some 
fonts merge into ligatures, for example, ff) or when pro-
cessing characters consisting of more than one connected 
component (primitive). These problems are especially 
pronounced in the presence of a complex document 
background. This, in particular, is the basis for modern 
methods of CAPTCHA creation. Therefore, segmentation 
algorithms often contain heuristics that make them diffi-
cult to use for different languages and alphabets. 

Text line segmentation algorithms can be divided into 
two groups: 
 processing connected components; 
 analysis of the projection on the horizontal axis. 

Based on projection analysis, a heuristic redundant 
segmentation approach was developed. In this approach, 
several segmentation paths (several options for splitting a 
text line into characters) are constructed and the best one 
is chosen [97]. In this case, a text line can be deliberately 
divided into redundant parts (with character splitting), 
then each part is classified, and the best path is construct-
ed based on the segmentation scores of the classifier [98]. 
Such methods sometimes use heuristics, such as the 
monospaced font feature [97] or the absence of characters 
made of several connectivity components [98]. ANN can 
be built into segmentation algorithms. In this case, there 
are two different approaches: 
 using a classifier that knows how to distinguish a 

character from its part [99]; 
 using ANN to construct the projection itself, thereby 

eliminating the need to manually build additional heu-
ristics and making the segmentation algorithm more 
robust to handwritten text [100]. 
After text line segmentation, the classification of 

character images is performed. Convolutional neural net-
works (CNN) are mostly used for the latter. There are al-
so approaches based on cascade ANNs, when the final re-
sponse is based on the estimates of all the networks in the 
cascade. To achieve the best results, cascades of networks 
with a very large number of parameters are now being 
composed. For example, the current lowest error rate on 
the MNIST dataset (0.14 %) is achieved by a cascade of 
15 networks of 35.4 × 106 parameters each [101], while 
the human error rate is about 0.20 %. Thus, a lot of mod-
ern architectures contain an excessive number of parame-
ters and are prone to overfitting [102]. 
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With the emergence of claims about the instability of 
segmentation algorithms on distorted images, approaches 
without explicit character-by-character segmentation be-
gan to appear. Nowadays, most of such approaches are 
based on sliding window classifiers [103] and recurrent 
neural networks (RNNs) [104], particularly, LSTM (net-
works with long short-term memory blocks). The main 
advantage of RNNs is their ability to process and memo-
rize sequences, but it can also be a disadvantage, for ex-
ample, for text lines without language models, or when 
applying the network to another language with the same 
writing. Another approach to recognition without seg-
mentation, whole word recognition, has two significant 
disadvantages: the number of classes becomes gigantic 
(by the number of words required), and it cannot be ap-
plied to text with a previously unknown set of words. 

The text line recognition methods are often tailored to 
the peculiarities of writing. In this case, most studies have 
been and are being conducted for printed text with the 
English alphabet.  

Languages based on Arabic writing present some dif-
ficulties for recognition due to the linked writing as well 
as the variety of forms [105]. In particular, the same word 
can be written with or without ligatures, depending on the 
font. One of the most difficult among modern languages 
in terms of recognition is Urdu in Nastaliq font, used in 
Pakistan, and used in identity documents as well. 

A separate group is formed by languages where the 
number of classes to be recognized leads either to very 
heavy ANNs or to the processing of incomplete alpha-
bets. Such languages primarily include Chinese, Japanese 
and Korean. Neural network methods of embedded learn-
ing [106] have been proposed for this group. Such ANNs 
also seem to be applicable to the alphabetic-syllabic writ-
ings of India and Southeast Asia, when ligatures of sever-
al characters are often formed. 

Let us consider publicly available test sets for line 
recognition quality measurement. For accurate quality 
measurement, it is important that either the dataset con-
sists of cut images of text lines [107], or the markup con-
tains information on bounding rectangles (or general 
quadrangles) of lines [54], otherwise, errors of previous 
subsystems interfere in the quality measurements of text 
line recognition, as in the experiments with SmartDoc-
2015. The aforementioned datasets contain examples for 
Latin. For Arabic, there is a number of datasets for text 
line recognition, for example, [108]. For languages of In-
dia and Southeast Asia, there are also separate datasets, 
but not all of them are publicly available [109]. The In-
ternational Conference on Document Analysis and 
Recognition (ICDAR) regularly hosts various competi-
tions involving text line recognition. In Thailand, the Na-
tional Software Contest is regularly held, where datasets 
for Thai are provided. The closed datasets [97] are often 
used for experiments. 

There may be handwritten or typewritten lines includ-
ed in printed documents. Approaches to their recognition 

generally fall into two fundamentally different groups: 
online and offline approaches. In the first case, the text is 
recognized at the moment of its writing not only by im-
age but also by hand movement and by the order of writ-
ing the line. But this mode is not typical for document 
recognition tasks. The second group is not fundamentally 
different from the approaches to the recognition of print-
ed lines. The same approaches for recognition as de-
scribed above are employed. At the same time, for hand-
written text recognition, segmentation turns out to be 
even more difficult, and sometimes almost impossible to 
perform. 

1.9. Recognition results post-processing 

The result of text document recognition can contain 
various errors: incorrect recognition of one or more word 
characters, segmentation errors of word boundaries, 
punctuation errors. Recognition accuracy can be im-
proved by recognition results post-processing. The post-
processing algorithms usually include two stages: error 
detection and further error correction. Usually, these 
stages are closely related: detection involves detecting 
places where the recognition result does not satisfy the 
rules inherent in the algorithm, and correction, the choice 
of the best option that satisfies the rules. 

The rules embedded in the post-processing algorithms 
usually employ the information on the syntactic and se-
mantic structure of the data being recognized. Syntactic 
rules describe constructions that are acceptable in terms 
of the recognition language. Semantic rules are based on 
the semantic interpretation of the data. Thus, from the 
language point of view, errors can be divided into those 
that result in non-existing words, and those where the 
wrong recognition result is acceptable for the language 
but contradicts the grammatical rules or context. 

Approaches to automatic post-processing of recogni-
tion results can work both on the level of characters, 
based on the syntax and semantics of the recognition lan-
guage words, and on the level of words, taking into ac-
count the semantics of the links within recognized data. 
Mixed approaches may also be used. The automatic cor-
rection methods, which use semantic rules, can include 
dictionary methods [110]. Context-aware approaches are 
usually based on statistical language models, noisy chan-
nel models [111], N-grams [112]. Machine learning 
methods [112] can also be applied, and external resources 
can be used, such as, for example, calling the Google 
search engine with the spell check function [113] or the 
lexical database WordNet [114]. In addition, there are 
approaches that combine several post-processing methods 
to more accurately account for the specifics of the data 
being recognized. 

Detection of recognition errors in the dictionary ap-
proach is to find out whether the recognized word is in-
cluded in the accepted dictionary. At the correction stage, 
a list of variants of correct recognition is generated, from 
which the candidate with the highest score is then select-



http://www.computeroptics.ru journal@computeroptics.ru 

578 Computer Optics, 2022, Vol. 46(4)   DOI: 10.18287/2412-6179-CO-1020 

ed. The evaluation of matches between the recognized 
word sr and the dictionary word sd can be performed, for 
example, based on the Levenshtein distance or the length 
of the longest common subsequence. 

Dictionary methods are quite simple to implement 
but have a number of limitations. First, it is required to 
compile a dictionary covering all possible words and 
word forms that may occur in the recognized text. This 
significantly limits the applicability of dictionary meth-
ods for the correction of natural language texts, espe-
cially for languages with a complex morphological 
structure. Also, when compiling dictionaries, it is neces-
sary to keep in mind the time period, the possibility of 
obsolete words and dictionary forms occurrence in the 
text. In addition, dictionary methods are not suitable for 
error correction when the wrong recognition result is 
present in the dictionary, but does not correspond to 
syntactic rules or context. 

The editorial distance between words can be used in 
combination with the evaluation of the context similarity 
of two named entities, calculated according to some lin-
guistic model. This approach is used to cluster incorrectly 
recognized words and phrases in order to further correct 
recognition errors [115]. 

Statistical N-gram post-processing models can work 
both at the characters level [116] and at the word level 
[112]. N-gram models are based on the assumption that 
the probability of occurrence of different sequences of 
characters or words in the recognized data is different. 
The main difficulties in the application of N-gram models 
are, first, in the compilation of the dictionary for N-gram 
models, i.e. a statistical model which adequately reflects 
the features of the recognized data. Machine learning ap-
proaches, such as the support vector machines [117], can 
be applied to improve the statistical model. Second, with 
large values of N, the computational complexity of the N-
gram approach greatly increases. In practice, N-grams 
with an N value not exceeding 4 are usually employed. 

Statistical methods of correction also include approach-
es based on the application of hidden Markov models 
[118]. This uses the assumption that the probability of oc-
currence of a character in a word or a word in the text de-
pends on previous characters or words. Limiting factors for 
such statistical models are, first, that they are dependent on 
the language, and second, do not work well with texts that 
may contain non-canonical spelling, punctuation, etc. To 
solve the problem of error correction in such conditions, 
the recurrent neural networks, in particular, LSTM models, 
can be used [119]. 

The approach proposed in [120], based on Weighted 
Finite-State Transducers (WFST), combines a language 
model, an error model, and a hypothesis model. The ap-
proach based on the WFST allows building an algorithm 
for the correction of recognition results, not initially 
grounded under the specifics of the recognized data, and 
adapted by changing the semantic and syntactic rules. 
However, the difficulty of using this approach is the need 

for the information on the estimates distribution of char-
acters belonging to recognition classes (for hypothesis 
model), but often this information is not available as the 
output of recognition. Another disadvantage of the ap-
proach is the high computational complexity of finding 
the optimal path in the transducer if the encoded language 
is complicated. In addition, the construction of a general 
language model in the form of a weighted finite-state 
transducer can also be quite difficult in some cases. 

Easier to extend and implement, though less general, 
the approach where the language model is represented in 
the form of a verifying grammar. In this case, the prob-
lem of post-processing of recognition results is reduced to 
a discrete optimization problem. In [121], an effective al-
gorithm for its solution is proposed. 

Currently, there is a trend towards integrated ap-
proaches to the detection and correction of recognition er-
rors, many of which use neural networks and machine 
learning techniques to tune post-processing algorithms to 
the data being recognized. At the same time, the use of 
large corpora, such as Google Web 1T, Google Book, and 
others, for the construction of language models remains 
relevant. Due to the widespread use of automatic text 
recognition technologies and, as a result, the high variabil-
ity of the data, approaches that have the property of adap-
tivity, i.e. that make it possible to easily tune the algorithm 
for detection and correction of recognition results without 
changing the entire model, are of great interest [121]. 

2. Application of document image analysis 
and recognition methods 

Let us consider several scenarios of document images 
recognition.  

2.1. Extraction of attributes 

The most popular scenario for processing the document 
recognition results is the extraction of attributes (fields). 
The extracted data is transferred to the document manage-
ment system. For example, the extracted attributes together 
with the image can be stored in a digital archive. 

To find the boundaries of the fields of documents with 
known geometric structure, methods of text segmentation 
based on descriptions (templates) can be used. For exam-
ple, in [122] the application of a three-line template for text 
field extraction for bank card recognition is described. 

For documents with a more flexible structure, algo-
rithms of the "text in the wild" category that do not use a 
priori information about the geometry of the document can 
be applied. Such algorithms can be implemented using 
both artificial neural networks [123] and classical image 
processing methods [124], as well as their combinations. 

In [125], the problem of a composite object segmenta-
tion with known constraints on the mutual arrangement of 
its elements is considered. In [72], the case when the con-
straint graph is a simple chain is considered, and by 
means of dynamic programming, the search of field 
boundaries for IDs and license plates is performed. 
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After the field boundaries are found, the lines con-
tained within the field are recognized. Recognition de-
pends on field attributes, such as alphabet, postprocessing 
type, and print or handwritten field characteristics. For all 
document types, if the table is found, the text is extracted 
from each table cell. 

To extract fields from document images with a com-
plex structure, such as free-form letters, algorithms for 
extracting data in OCR-recognized texts can be applied. 
The data to be extracted from texts usually includes the 
following objects: 
 meaningful object: the name of a person, a company 

name, etc. for news reports; a subject area term for a 
special text; a reference to literature for scientific and 
technical documents, etc; 

 attributes of the object, further characterizing it, for 
example, for a company this is the legal address, 
phone, name of the CEO, etc. 

 the relationship between objects: for example, the re-
lationship "to be the owner" connects the company 
and the owner, "to be part of" connects the faculty and 
the university; 

 an event/fact that links several objects, e.g., the event 
"a meeting took place" includes meeting participants, 
as well as the place and time of the meeting. 

 The main ways of data extraction are: 
 named entities recognition and extraction; 
 extraction of objects’ attributes and semantic relations 

between them; 
 extraction of facts and events covering several of their 

attributes. 

2.2. Document sorting 

In document management systems of large enterpris-
es, one of the important tasks is sorting the flow of in-
coming documents in order to route them further. The 
task is usually complicated by the fact that the flow con-
tains both single-page and multi-page documents. The 
purpose of document sorting is to divide a set of docu-
ments into subsets corresponding to different classes. 
Thus, the sorting task is based on page image classifica-
tion. Subsequent processing of a document stream can be 
reduced to recognizing the image of a document of a 
known class. The page limits of documents in the incom-
ing page stream may be unknown. In this case, classifica-
tion of the first and the last page is required. 

An extensive review of text document classification 
methods [3] considers streams generated by both station-
ary (scanners) and mobile devices. Inter-class similarity 
and intra-class document variability are pointed out as 
one of the main classification problems. Several groups 
of document classification methods are considered in [3]:  
 textual methods; 
 visual methods; 
 structural methods. 

Textual information analysis is based on global text de-
scriptors such as Bag-of-Words (BOW), which is then ana-

lyzed by classical classifiers. The Bag-of-Words represen-
tation of a document can be replaced by more relevant 
models that take into account word order, such as statisti-
cally stable N-grams and vector word representations. 

Effective methods of textual information analysis are 
the application of probabilistic topic models designed to 
determine the topics of a collection of documents by rep-
resenting each topic by a discrete distribution of word 
probabilities and each document by a discrete probability 
distribution of topics [126]. When analyzing a document, 
topic modeling divides the document among several top-
ics. Implicitly, it is assumed that the document contains a 
sufficient number of words to construct a discrete word 
probability distribution. In [127], additive regularization 
of topic models (BigARTM), i.e., multi-criteria optimiza-
tion of a weighted sum of criteria, is described, which is 
necessary to refine and ensure the stability of the topic 
model construction over a collection of documents. Be-
fore constructing topic models of documents in natural lan-
guage, normalization [127] is usually performed via several 
transformations: lemmatization, stemming, and others. 

Datasets derived from recognized image sets or sets 
of articles originally existing in digital form can be used 
to train text-based methods. For example, the ever-
expanding LitCovid dataset [128], currently consists of 
more than 130,000 COVID-19-related articles, catego-
rized into 8 classes. 

Structural methods explicitly use the structure of a 
document defined in its design. The image is segmented 
into several physical or logical components, then mapped 
to a set of templates or to a set of graph descriptions. 

Template-matching methods use one or more templates 
that characterize each class. A similarity function between 
the image and the template is specified in advance. Byun 
and Lee [129] describe a method based on the location of 
lines in documents or in a given area of a document. In 
[130], Peng et al. propose to represent a document as a set of 
blocks (Component Block List, CBL). The comparison takes 
into account the size and location of the blocks, as well as 
the possible rotation of the document by an angle multiple of 
90 degrees. Logical blocks such as title, author, or other text 
blocks can be represented as a fully connected Attributed 
Relational Graph (ARG) [131]. Further, graph matching 
techniques such as minimum weight edge cover or Earth 
Mover's Distance (EMD) are applied. 

Unlike structural methods, visual methods implicitly 
describe the structure of a document image. Visual meth-
ods do not require preliminary image segmentation. Vis-
ual methods of image classification are divided into two 
categories: methods based on predefined features, and 
methods based on deep learning [3]. 

Predefined features are usually local features or key-
points, discussed in detail in Section 1.3. Depending on 
the expected composition of the document flow, these 
features are analyzed in the Bag-Of-Features model (also 
called BOVW - Bag-Of-Visual-Words in this task, by 
analogy with the BOW model for text descriptors). The 
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BOVW model allows for aggregation of local descriptors 
into a single vector but ignores the spatial location of "vis-
ual words", which leads to lower classification accuracy. In 
cases where it is important, keypoint coordinate anchoring 
methods are used to improve classification accuracy. 

Identification documents flow is the best example in 
this regard [40]. Identification documents have a character-
istic graphical structure in the form of fixed text zones 
(field labels: first name, last name, etc.), fields with varia-
ble text (personal data) and background elements of the 
template. The geometry of such documents is usually 
fixed. Therefore, at the training stage, keypoints corre-
sponding to the fixed part of the image are selected for 
each class of documents based on their geometric position. 
In the simplest cases, one image of each class is sufficient 
for this purpose. The learned features together with the ref-
erence coordinates and class labels are indexed using tree 
search structures. During the recognition phase, the de-
scriptors of the keypoints are constructed for the query im-
age, which are then classified by the search tree. The final 
decision is made after checking the most likely classes to 
match the arrangement of local features. Usually, the 
RANSAC method is employed for this purpose because it 
allows for a high degree of invariance to projective distor-
tions and at the same time provides robustness to the inevi-
table errors in the classification of individual keypoints. 

But the most popular direction of document image 
classification is algorithms using convolutional neural 
networks. The typical architecture of CNNs used for this 
task includes two components. The first component con-
sists of convolutional and subsampling layers and forms 
the input vector of deep features. The second component 
of CNNs is a multilayer perceptron, which classifies the 
feature vector. 

In [132], four convolutional neural networks includ-
ing AlexNet, VGG-16, GoogLeNet, and ResNet-50 were 
investigated for document image classification. It is ar-
gued that the model pre-trained on a set of ImageNet an-
notated images performs better than when using standard 
random initialization.  

Obviously, for successful training of convolutional 
neural networks, a large number of samples is required. 
Below are short descriptions of known datasets: 
 RVL-CDIP [133] includes 400,000 images; 
 database NIST 2 (NIST-SPDB2) [134] includes 5590 

binary images of tax forms of 20 classes with typed or 
handwritten filling; 

 dataset Tobacco-3482 [135] includes 3482 images of 
10 classes: report, memo, resume, scientific, letter, 
news, note, advertisement, form, and e-mail address. 
Text-based methods employ optical character recog-

nition (OCR) results. Due to text recognition errors, the 
use of text descriptors may result in decreased classifi-
cation accuracy. 

Hybrid methods combine textual methods with analy-
sis of visual and /or structural features to classify docu-
ment images. To date, such methods usually provide the 

highest classification accuracy due to such combination, 
since these two types of features contain complementary 
information. In [136], an architecture for page classifica-
tion in a document stream usual in banks was proposed. 
Both visual and text descriptors were used. Visual de-
scriptors were computed based on pixel intensity distribu-
tion. Text descriptors were generated based on latent se-
mantic analysis to represent the content of the document 
as a combination of topics. The authors evaluated several 
off-the-shelf classifiers and various strategies for combin-
ing visual and textual representations. The proposed 
method was tested on a set of real business documents of 
70,000 pages. The best accuracy obtained by combining 
several classification methods was 95.6 %. 

2.3. Document comparison 

Document images comparison is relevant when 
checking the correctness of signed paper documents, for 
example, when two parties sign contracts and agreements 
[137]. In this case, a detailed analysis of the document 
contents is required, as a change of even a single charac-
ter may become critical for disputing the deal. 

Possible changes to the document may relate to both 
the content of the document and the layout of the docu-
ment (font style, color, and text size), spatial arrangement 
of elements (line spacing). It is possible to add and delete 
content elements, including text, figures, graphs, tables, 
handwritten content (notes, signatures), stamps. 

One approach to comparing two document images is 
to use recognition. The simplest comparison method is 
text recognition using OCR followed by the diff utility 
based on the longest common subsequence (LCS) search 
to compare the recognition results for two documents 
[138]. The disadvantages of this method are a large num-
ber of false positives due to recognition errors and loss of 
information about the font, color, and text size. Also, text 
recognition cannot be used to compare seals, figures, and 
other non-text elements present in the document images. 

Another approach, which does not rely on character 
recognition, uses descriptors with pre-segmentation of 
text into text lines. In [137], dense SIFT descriptors were 
used. Segmentation of the document image not only into 
text lines but also into characters, as proposed in [139], 
can also be used. The results presented in this work show 
that the proposed method can handle images of multilin-
gual documents with different resolutions and font sizes. 

Another method for document images comparison re-
lies on the visual similarity of documents. In [140], a vis-
ual similarity measure is proposed for document compari-
son, which uses document layout and text characteristics 
derived from text primitives: text block complexity, 
based on entropy, and clarity, dealing with font boldness. 
This measure of document image similarity can be used 
to classify documents and sort out similar documents. 

Document comparison is also employed for duplicates 
or near-duplicates search, for example, when constructing 
large datasets, documents corpora. In this case, different 
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definitions of duplicates can be considered. In some cas-
es, duplicates may refer to versions of a document ob-
tained under different conditions [141]. Near-duplicates 
are, for example, images with the same textual content 
but different handwritten notes [142]. 

All duplicate detectors perform two operations [143]. 
The first is the signature generation, which represents the 
image as a relatively small amount of information. The 
second operation is signature matching: all pairs of signa-
tures are compared to detect duplicates. In [138, 141 –
 147], the search for duplicates in a database of raster bi-
narized images of documents, mostly fax documents, is 
considered. The primary coarse detector is based on the 
number of black pixels, and the secondary detector is 
based on pattern matching. 

The methods used for duplicates or near-duplicates 
search can be divided into 3 groups [138, 141, 142, 
144 – 146]: 
 recognition-based methods that represent a document 

as a set of words [144]; 
 methods based on dividing a document image into 

paragraphs /columns to extract information about the 
shape of the objects within the document. Also, when 
dividing a document into lines and words, information 
about the peculiarities of the words writing in the im-
age can be extracted [140]; 

 methods which rely on common image features [142]. 
There are four types of duplicates discussed in [144]: 

full-layout (if two documents are visually the same), full-
content (if two documents have the same content but not 
necessarily the same template), partial-layout (if two doc-
uments have much of the same content with the same tem-
plate), and partial-content (if two documents have common 
content but their template is not necessarily the same). 

When comparing two documents, first, the recogni-
tion is performed, then the two unprocessed recognized 
texts are compared. In the case of content duplication 
(full-content and partial-content duplicates), the docu-
ment can be represented as a string of characters se-
quence. In the case of template duplication (full-layout 
and partial-layout duplicates), the document is represent-
ed as a sequence of lines. Different variations of the algo-
rithm for the largest common sequence (LCS) search as 
well as the edit distance are used to compare the recog-
nized texts for these four cases. 

In [142], the search for near-duplicates was performed 
in a database of Arabic documents, and the documents 
could be either printed with different handwritten notes in 
the duplicates or completely handwritten. Therefore, 
methods based on text segmentation into lines and words 
as well as methods using recognition are not applicable in 
this case. The approach proposed in this paper is based on 
keypoint matching using SIFT. 

[141] considered the detection of near-duplicates: im-
ages obtained from the same document but under differ-
ent conditions. To compare two document images, a mul-
ti-granularity tree of objects is constructed for each of 

them, and several graphs were generated. Then graphs are 
compared pairwise, and the similarity of the document 
images evaluation is reduced to the evaluation of maxi-
mum similarity of these graphs. Each level in the tree is 
associated with one possible object segmentation, while 
different levels are characterized by different degrees of 
object detail. 

Document images comparison can be employed to de-
termine whether an image is a forgery, according to a 
predetermined set of data [145, 146]. Images of docu-
ments coming from a single source are considered, e.g., 
clinic bills, payrolls, payslips, etc. Such documents do not 
contain additional security features (such as watermarks) 
but have a similar structure. Based on the available set of 
genuine documents, treated as a training sample, the fea-
tures or peculiarities of the given document images are 
identified. Next, the algorithm receives some image as an 
input and it determines whether it is a fake document. It 
identifies certain features in the input image and com-
pares them with those identified in the set of genuine 
documents. The most important distortion, which is con-
sidered in [145], is the uneven vertical scaling when re-
printing a scanned document. In [146], an approach for 
aligning the documents from the same source is proposed. 

A common problem in counterfeit detection is the lack 
of public datasets for algorithms evaluation. First, it is nat-
ural that forgers do not want to disclose their methods and 
the types of forgeries they have made. Second, most of the 
documents that are being modified contain personal infor-
mation and are confidential. In [147], the authors addressed 
this problem by synthesizing "real" documents that were 
subsequently forged by volunteers. The public dataset in-
cludes a corpus of 477 forged (modified) Payslips where 
about 6,000 characters were modified. Fig. 4 illustrates an 
example of image from this dataset. 

2.4. Video sequence recognition 

Currently, capturing document images with a 
smartphone camera or webcam [148] seems preferable 
from the user's point of view compared to using scanners. 
From the developer's point of view, by contrast, the mo-
bile document recognition mode is much more complex. 

When capturing with a camera, at the very least, the 
document is worse, and (usually) unevenly illuminated, 
and its image is subjected to projective distortion. In addi-
tion to these disadvantages, mobile cameras also have an 
advantage over scanners: they can capture a video stream 
which can contain frames with different illumination, from 
different angles, with different characteristics of focus, that 
allows reducing sporadic errors of OCR-system [1]. 

When working with a video stream, the problem of 
combining information extracted from different frames of 
a video sequence arises. Methods of combining frame-by-
frame information can be divided into two groups: meth-
ods based on combining images to obtain a better repre-
sentation of the object, and methods of combining ex-
tracted text recognition results. 
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Fig. 4. An example of image for forgery detection (from 

Payslips dataset [127-141]) 

The first group includes methods for selecting the 
most informative frame [149], "super-resolution" meth-
ods that create a higher quality image based on several 
low-resolution frames [150], methods for tracking and 
combining images of a recognized object in a sequence of 
frames [151], methods of blur compensation by replacing 
blurred areas in one frame with their clearer versions tak-
en from other frames or using deep learning techniques 
[152]. Also, data from various sensors of a mobile device, 
such as an accelerometer or gyroscope, can be used to 
better the recovery of a recognized document image. 
However, for modern mobile devices, the error in their 
measurements can be very significant and prevent the use 
of such data for image reconstruction. Disadvantages of 
methods within the first group include computational 
complexity, sensitivity to geometric distortions of frames, 
and poor scalability in terms of video sequences of arbi-
trary length.  

The second group of methods involves combining the 
results of individual recognition of document images. A 
distinctive feature of the text objects recognition is that 
the text line is a composite object, i.e. it consists of sever-
al characters. In identity document recognition systems, 
the result of text recognition is treated as a composition 
of the character classification results. Such a representa-
tion implies a preliminary procedure of text segmentation 
into characters, i.e. the process of splitting the image of a 
text line into images of special characters. For such text 
representation, the model of combined per-frame recogni-
tion results has to deal with text lines obtained for differ-

ent frames, and in case of segmentation errors such text 
lines would have different lengths, and the combining al-
gorithm should be able to take this into account. One of 
the combining approaches, which allows the input of text 
lines with variable lengths, is the ROVER (Recognizer 
Output Voting Error Reduction) method [153]. This 
method was originally created to improve the quality of 
speech recognition by combining the recognition results 
from different systems. This method includes two steps. 
In the first step, all the combined recognition results are 
aligned by inserting an empty character and combined in-
to a single transient network. In the second step, a voting 
procedure is used to select the best recognition result for 
each element of the combined object. The voting proce-
dure can be considered as a classifiers combination prob-
lem, and various models for classifiers ensemble such as 
rules of sum, product, maximum, median, etc., can be 
employed as an extension of the voting procedure in 
ROVER. Thus, using the ROVER method to combine the 
recognition results obtained from several frames allows 
for correct recognition results, even if in some frames the 
text field has been incorrectly segmented into characters. 
In [154], combining algorithms for frame-by-frame text 
recognition, which take into account weights for input re-
sults, are described. 

3. Optimizing the performance  
of document recognition algorithms 

Document recognition is based on a combination of 
algorithms with different mathematical complexity. The 
performance of recognition implementation on any com-
puting architecture should be optimized for several rea-
sons. First, to save time and other resources, and second, 
to improve the ergonomics of user applications. And fi-
nally, for platforms with limited resources, such as Inter-
net of Things (IoT) devices and mobile devices, optimiz-
ing performance is directly related to optimizing power 
consumption and heat dissipation. 

One of the most popular classification mechanisms is 
artificial neural networks. ANNs can be used in almost all 
stages of document recognition. ANN models designed 
for classification with high accuracy usually require large 
computational resources and energy, since often ANNs 
are based on a large number of multiplication operations. 
Therefore, optimizing the performance of ANNs is an ur-
gent task. Let us consider several popular approaches for 
ANNs performance optimization. 

The first group of approaches relies on integer arith-
metic instead of real arithmetic [155]. This approach im-
proves performance and saves memory in exchange for 
some, usually insignificant, decrease of accuracy. Gener-
ally, the reduction of neural network models accuracy 
during their optimization remains a debatable issue. Cur-
rently, there are no theoretical estimates of such decrease 
for any of the proposed optimization technologies. In 
practical applications, results depend both on the size and 
architecture of the initial network, and on a particular 
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problem to be solved. Therefore, it is interesting to note, 
[156] shows that the use of 4-bit architectures particularly 
for character recognition gives a significant performance 
gain while retaining the acceptable accuracy. 

Another group of approaches is focused on binary 
networks (BNN), in which some of the layers contain bi-
nary coefficients. A group of methods for avoiding over-
flows, such as Normalization Layer Design, Small-
pipeline Rule, and Aggregated Convolutional Operation 
[157], was proposed to achieve acceptable accuracy in 
BNN training. 

The application of low-precision real arithmetic (FP8) 
and low-precision hybrid arithmetic (HFP8) also allows 
for successfully trained DNN. [158] demonstrated that it 
is possible to quantize a pre-trained model to 8-bit format 
without loss of accuracy. 

A promising approach is the replacement of the con-
volution and fully connected layers with low-rank tensor 
approximations. Methods such as tensor decomposition, 
tensor sequence, tensor ring, and modified polyadic ten-
sor decomposition showed compression efficiency with a 
slight decrease in accuracy [159]. 

The discussed approaches are based on the quantiza-
tion reduction of ANN coefficients and on an approxima-
tion of nonlinear functions. Additionally, low-level opti-
mization for SIMD command systems is reasonable. 

Discussion 

Currently, document image recognition tools are 
characterized by a systematic approach to document im-
age processing. While for some tasks (text line detection, 
document classification, document comparison) in addi-
tion to classical multi-step algorithms it has been already 
reasonably proposed to use end-to-end deep learning 
methods, document detection as a whole is almost invari-
ably considered in the context of recognition systems. 
This is apparently due to the great variability of the doc-
ument detection problem, i.e. various document image 
capturing conditions (scanning, photo, or video), and di-
verse constituents of a document stream. The latter in-
cludes various classes which differ significantly in vol-
ume and degree of structured information: identification 
documents often have a fixed template and content ge-
ometry, however, accuracy requirements are more strin-
gent in the case of ID recognition; the invoices recogni-
tion quality to a large extent depends on the table analysis 
algorithms; multi-page weakly structured documents 
without the explicitly numbered pages (e.g., letters) sig-
nificantly complicate even such seemingly simple tasks 
as determining the first and last page of the document 
within a document stream. 

In the systematic approach, the task of DIA is divided 
into separate subtasks of data normalization (elimination 
of projective distortions, binarization), recognition (of a 
text line, class of document), or clarification due to a pri-
ori (statistical post-processing of text) or redundant (inte-
gration via a video stream) information, and each subtask 

is being solved relatively independently. This approach, 
first, avoids the combinatorial explosion when determin-
ing the limit of the applicability. For example, the projec-
tive normalization subtask hardly depends on the docu-
ment language, and the text line recognition subtask does 
not really depend on the projective distortion degree prior 
to the normalization step. Such assumptions allow for a 
drastic reduction in the work effort when generating test 
(and training) datasets. Second, a well-structured unified 
system can be easily configured to handle document 
streams that are very different in constituents and captur-
ing conditions. Modern end-to-end deep learning methods 
do not possess such qualities so far. 

Thus, at the present day, DIA cannot be reduced ex-
clusively to OCR. Hence, the considered groups of meth-
ods, such as document image normalization or boundary 
detection are not directly related to the topic of character 
recognition but are related to, for example, the computer 
vision for autonomous vehicles. Therefore, in the modern 
context, document detection should rather be considered 
one of computer vision directions. 

Despite the observation on the systematic approach, 
the main trend of document image processing and recog-
nition algorithms development is the use of machine 
learning methods, primarily ANNs. It is clear from the 
review that ANNs are successfully used for the majority 
of digital document imaging tasks. A new promising di-
rection in the development of ANNs application is to 
consider and optimize the computational efficiency of the 
proposed models: due to the need to perform recognition 
with devices of limited resources or low performance. 

Algorithms for document images processing and 
recognition have a long history of development. Never-
theless, a large number of papers are still published annu-
ally on this topic. There are specialized conferences 
(ICDAR) and journals (The International Journal on 
Document Analysis and Recognition, IJDAR) dedicated 
to document image processing and recognition. This 
demonstrates the relevance of the topic. Its development 
manifests in both the gradual improvement of known 
models and methods, and the emergence of new tasks. 
For example, digital document imaging via mobile devic-
es has been introduced fairly recently. Therefore, some of 
the new methods are aimed at eliminating the distortions 
inherent to mobile images. Digitization of documents 
captured with a video camera provides an opportunity to 
improve the quality of recognition, but this requires the 
development of data integration and post-processing 
methods. As for the directions that have already become 
classic, for recognition and attribute extraction of poorly 
structured documents, especially of those containing ta-
bles, solutions with acceptable accuracy and robustness 
have not been proposed yet. 

Both the current and further development of the au-
tomatic analysis and recognition of document images 
would be impossible without a gradual expansion of the 
open data sets available to the scientific community. We 
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have mentioned the most significant among the present 
ones. Currently, if a well-labeled large dataset is availa-
ble, methods that allow for high accuracy on such a da-
taset usually appear in 1-2 years. A new trend in this area 
is the constant updating of datasets (e.g., for the DIB task 
or various MIDV recognition tasks). This approach al-
lows to steadily expand the applicability domain of the 
proposed methods and, more importantly, to control the 
overfitting effects of the booming deep learning methods. 
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