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Abstract 

The article presents a method for reconstructing and animating a digital model of a human head 
from a single RGBD image, a color RGB image with depth information. An approach is proposed for 
optimizing the parametric FLAME model using a point cloud of a face corresponding to a single 
RGBD image. The results of experimental studies have shown that the proposed optimization approach 
makes it possible to obtain a head model with more prominent features of the original face compared to 
optimization approaches using RGB images or the same approaches generalized to RGBD images. 
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Introduction 

3D reconstruction [1] of a digital model of a human 
head is a rather complex and topical problem in computer 
vision. The relevance of this problem in recent years has 
greatly increased, associated with the introduction of 
augmented and virtual reality technologies into everyday 
life. In practice, only a reconstructed digital head model 
is less interesting than, for example, its subsequent ani-
mation. Such application of technology allows for solving 
the problem of virtual human telepresence [2], [3]. Also, 
this technology can be used to compress information. 
This application is relevant to avoid the loss of infor-
mation we transmit over a communication channel with 
variable bandwidth, as described in section 3. Thus, the 
task involves constructing an accurate virtual model of 
the human head using data from a camera and animating 
it using a sequence of RGB frames. In our research, a ste-
reo camera was employed to build the human head mod-
el, which, in addition to capturing the RGB image, pro-
vides depth information for creating a 3D point cloud. 

Head reconstruction methods can be classified into par-
ametric [4], [5], non-parametric [6], [7] and mixed [8]. The 
FLAME parametric model was chosen as the basis for 
head reconstruction in experimental studies [5]. The prima-
ry advantage of parametric methods is their ability to 
achieve high surface extrapolation accuracy, even in re-
gions where data may be sparse or unavailable. However, 
parametric methods also have some drawbacks. For in-
stance, they do not account for hair reconstruction and may 
not capture fine facial details or accessories related to the 
head and face surface. Animation of the head model using 
parametric models is implemented by introducing the stage 
of optimizing the parameters responsible for the position of 
the head and facial expression of the subject tracked in the 
frame. On the other hand, non-parametric methods do not 

rely on a predefined model but instead directly reconstruct 
the head structure from the available data. These methods 
can overcome the limitations of parametric approaches, as 
they do not impose rigid constraints on the model. Howev-
er, they may be more noise-sensitive and require more ex-
tensive data for accurate reconstruction. Animation for 
non-parametric models can be achieved by dynamically 
updating reconstructed 3D data using a sequence of tem-
poral frames, allowing for realistic facial expressions and 
movements. Another approach involves using surface de-
formation methods to alter the facial shape between frames 
smoothly, enabling smooth animation without relying on 
predefined parameters. Mixed methods combine elements 
of both parametric and non-parametric approaches, aiming 
to leverage the strengths of each. By incorporating a para-
metric model as a base and refining it with non-parametric 
data, mixed methods attempt to achieve more accurate and 
detailed reconstructions. 

The structure of the work is as follows. Section 1 de-
scribes a method for reconstructing a human head from a 
single RGBD image/frame (a frame that combines an RGB 
color image and depth information of the scene being cap-
tured) and then animating it from an RGB video. Section 2 
presents the procedure for conducting experimental studies 
and the results obtained. Section 3 presents examples of 
possible application of the proposed method. The work 
ends with a conclusion, in which decisions are formulated 
based on the results obtained during experimental studies. 

1. Description of the method of reconstruction and 
animation of the head model 

Figure 1 shows a diagram of the method of recon-
struction and animation of the head model using single 
RGBD image. The method consists of four main stages: 

1. Preprocessing of input data; 
2. Reconstruction of the human head model; 
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3. Texturing the human head model; 
4. Animation of the human head model based on 
an RGB video sequence. 

Preprocessing of input data 

The algorithm's input is an RGBD image and the cor-
responding point cloud. We use an RGB image to search 
for a face and extract two-dimensional key points [9]. 
Then, to obtain 3D key points of the face, the calculated 
two-dimensional key points of the face and the generated 

point cloud are compared. The preprocessing procedure is 
completed by filtering the initial point cloud. Filtering 
consists of cutting off such points not included in the 
range of values formed from the values of 3D coordinates 
of key points. A convex hull is calculated for the 3D co-
ordinates of the key points of a person's face. Then all 
points of the original point cloud are filtered according to 
the criterion of their occurrence in the resulting convex 
hull. The result of this stage is a set of 2D face key points, 
3D face key points, and a filtered point cloud. 

 
Fig. 1. Diagram of the method of reconstruction and animation of the head model using single RGBD image 

Stage of the human head model reconstruction 

At this stage, we are optimizing the FLAME paramet-
ric model of the human head. The input is the 3D key 
points of the face and the filtered point cloud, which we 
received at the previous stage of the method. The proce-
dure for optimizing the parameters describing the head 
model is iterative and includes three optimization blocks. 

Before describing the optimization blocks, we introduce 
some notations. Let the FLAME parametric model be denot-
ed as a function  , , M   

  
that returns a mesh, where 


 is 

the human head shape parameters, 


 is the human head pos-
ture parameters, 


 is the human face expression parame-

ters. FLAME uses Linear Blend Skinning with 5023 vertices 
and four joints. The four joints represent the eyes, jaw and 
neck. The parameters of the posture of the human head de-
scribe the positions and rotations of these joints. Based on 
the model parameters , ,   

  
, one can directly obtain the 

coordinates of 3D key points and the point cloud containing 
the vertices of the resulting 3D model. We will denote the 
function for obtaining 3D key points as  3 , , Dkpts   

  
, the 

function for obtaining 2D key points as  2 , , Dkpts   
  

, and 
the function for obtaining a point cloud as  , , .PCD   

  
 

We perform an orthogonal projection onto the 


 plane for 
all points from FLAME so that the points obtained from 
FLAME correspond to the points obtained in the previous 

step of the method. Such a transformation will be denoted as 
a function  , OP x 


. This transformation corresponds with 

some accuracy to the transformation the camera applies to 
the physical world. Wh some accuracy, for the reason that in 
this problem, we neglect the perspective projection. The po-
sition of the plane 


 for the orthogonal projection will also 

be subject to optimization. 
By optimization, we mean changing the parameters 

, ,   
  

 or 


 in order to minimize the criterion that de-
scribes the degree of deviation of the predicted data ob-
tained from the reconstructed model from the true data 
extracted from the human face on the RGBD frame. Fur-
ther, the criterion will be referred to, among other things, 
as a loss function. The first two optimization blocks use 
the 2L  measure or the Euclidean distance as a component 
of the loss function. The value 2L  of the measure in the 
general case can be calculated by the formula (1): 

   
1

2
2

0

1
, ,

i

N

GT GT i

i

L x x x x
N





   (1) 

where N – the number of key points or the number of points 
in the target point cloud, xGTi – target coordinates of the i-th 
key point or target coordinates of the i-th point from the 
point cloud xi – predicted coordinates of i-th key point or i-th 
closest vertex of  , , .PCD   

  
We also introduce a loss 
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function, which we will use to estimate the proximity meas-
ure of points in the target point cloud to the mesh of the 
model being optimized  , , M   

  
. To the greatest extent, 

this loss function allows us to reflect the small features of the 
human face in the resulting model. The value of this loss 
function will be calculated as the averaged sum of the 
squared distances from points in the target point cloud to the 
nearest triangular faces in the mesh using formula (2): 

  
  

3

2

_ _

0

, , , 

1
, , , ,

i

D GT

K

point to mesh GT

i

L M PCD

dist M PCD
K 

   

   

  

    (2) 

where K – the number of points in the target point cloud, 
PCDGTi – target coordinates of the i-th point from the 
point cloud PCDGT (ground truth or target sample), 
distpoint_to_mesh(x, y) – function that returns the Euclidean 
distance from point y to the nearest face of mesh x. The 
first block is responsible for optimizing the parameters 


 

and 


 relative to the input RGBD frame based on the 3D 
coordinates of the key points of the face (not including 
the key points that describe the location of the face oval). 
This stage allows us to perform mutually correct position-
ing of the model by the orthogonal projection and the 
person's face both on the RGB frame and in space. We 
calculate the value of the loss function using formula (3): 

   31 2 3
,

, , , , min.
DD GTLoss L OP kpts kpts

 
      

   
(3) 

The second block is responsible for optimizing the pa-
rameters 


 and 


 based on the 3D coordinates of the 

key points of the face and the filtered point cloud. It is 
important to clarify that optimization is also performed 
for the parameters 


 and 


. This is necessary for the 

best accuracy, as there may be a situation in which the 
shape of the head will be significantly different from the 
initialized shape of the FLAME model (for example, the 
head is more elongated relative to the original model). In 
such a situation, at the first stage of optimization, the pa-
rameters 


 only approximately allow reaching the truly 

key points, which is characterized by a significant value 
of the loss function. The final loss function for the second 
optimization block is calculated by the formula (4): 

   
  

32 2 3  

3
, , ,

, , , , 

, , , min  .

DD GT
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Loss L OP kpts kpts

L M PCD
   

     

        

   

    (4) 

Finally, we need the third block to refine the shape of 
the head (face) by optimizing the 


 parameters based on 

the filtered point cloud. The loss function for a given block 
is calculated by the formula (5), which we define as the av-
erage sum of the squared distances from points in the target 
point cloud to the nearest triangular faces in the mesh: 

  3 3 , , , min.D GTLoss L M PCD


     
  

 (5) 

Stage of the human head model texturing 

The original FLAME model does not have a model 
describing texture information. Therefore, in this work, 
the Basel Face Model (BFM) [10] is used for optimiza-
tion, which, after optimization, returns a FLAME-
compatible UV map. The lighting and texture parameters 
are optimized at the current stage, denoted as 


 and 


, 

respectively. We pass the optimized parameters to the in-
put of the rendering algorithm. The result of rendering is 
an image of an orthogonal projection of the model with a 
superimposed texture and optimized parameters 


 and 


  

under given lighting conditions. The role of the loss func-
tion, which we calculate by the formula (6), is the aver-
age value of the absolute pixel-by-pixel difference be-
tween the original RGB image and the rendered model 
with the texture applied, optimized by the parameters 


 

and 


 so that the rendered head image occupies a posi-
tion similar to the position heads in the frame. This loss 
function, in essence, shows how similar the rendered hu-
man head model is to the original RGB image. The result 
of the stage is a UV scan, which we impose on the mesh. 

,

1 1

4 ,
, 
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Loss img img
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Stage of the head model animation 

The stage of the animation procedure receives a recon-
structed head model with a UV scan and an RGB video se-
quence as input. For each video sequence frame, two-
dimensional face key points are extracted using the previ-
ously mentioned key point extraction algorithm, which then 
participates in the optimization procedure for the model pa-
rameters 


 and 


. The role of the loss function, the value 

of which we calculate by formula (7), is the L2-measure by 
the two-dimensional coordinates of the key points of the 
RGB frame of the video sequence and the two-dimensional 
coordinates of the corresponding points in the orthogonal 
projection of the mesh of the head model: 

  25 2 2
, 

, , , min .
DGT DLoss L kpts kpts

 
      

  
 (7) 

Thus, the key feature of the proposed approach to 
head reconstruction, in contrast to the basic FLAME ap-
proach, is using a 3D face point cloud as additional re-
finement information for optimizing the parametric mod-
el. To introduce a 3D point cloud into the optimization 
procedure, the approach to optimizing the FLAME para-
metric model was modified, namely, the loss function 
was modified at the second stage of optimization, and a 
third stage was added, in which the facial features of the 
model are refined based on the point cloud of the face. 

2. Experimental studies 

A dataset was collected from several people to conduct 
experimental studies using the ZED2 stereo camera. Each 
person has an RGB image, a depth map, and a point cloud. 
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Due to the specifics of the data when solving the prob-
lem of reconstructing the head model, we can evaluate the 
quality of the method only visually. We compared the pro-
posed method with the original head model reconstruction 
method proposed in [5] and the DECA reconstruction meth-
od [4] based on FLAME optimization, supplemented by the 
stage of refining facial irregularities using a trained Res-
Net50 architecture encoder [11] with an added fully con-
nected layer to translate an RGB image into latent space.  

In the original implementation of DECA for recon-
struction, the authors use information about the 3D coor-
dinates of the key points of the face, which they obtained 
using the method proposed in [12]. This method takes an 
RGB image as input, so we expect the output 3D coordi-
nates to only approximate the spatial coordinates for key 
face points. For a more meaningful comparison, we pass 
the target 3D coordinates of the key points to DECA.  

Figure 2 shows the results of a comparison of meth-
ods for reconstructing a human head model. 

 
Fig. 2. Comparison of methods for reconstructing the human 

head model 

From the obtained results, we can conclude that the 
classical approach to optimizing the FLAME model based 
on the two-dimensional coordinates of key points allows 
only the plane to obtain some similarity between the model 
and a person. As in DECA, the introduction of an addition-
al encoder-based refinement step has allowed facial fea-
tures to be refined. However, the result is still only an ap-
proximation. The approach to optimization proposed by us 
made it possible to obtain the result of the reconstruction 
closest to reality. The average error values for data from 
the entire data set at each optimization stage of the head 
model reconstruction procedure are presented in Table 1. It 
is important to note that the increase in the error value at 
the final optimization stage is due to a different nature of 
the data entering the optimization criterion. 

Tab. 1. Average values of loss functions at the stage of 
reconstruction of the human head over the entire dataset 

Optimization stage Loss function value 
First optimization block 0.049 
Second optimization block 0.019 
Third optimization block 0.0017 

After the reconstruction stage, we performed texturing of 
the resulting models. We present the texturing result for one of 
the models in Figure 3. The average value of the loss function 
over the entire dataset at the current stage was 0.038. 

The final stage of the method is the animation of the re-
constructed head model based on the RGB video sequence. 
It is important to note that the input video sequence can con-

tain articulation for any person. That is, the reconstructed 
model has no rigid dependence on the person corresponding 
to it. First, the extraction of key points for each frame is per-
formed, after which the parameters of the reconstructed head 
model are optimized, as described in the corresponding sub-
section devoted to the description of the proposed method. 
Figure 4 shows an example of the current stage for arbitrary 
video sequence frames. During optimization at the current 
stage, the maximum error value for a frame was 0.04. This 
value was chosen experimentally and is considered the most 
appropriate for the correct display of articulation. Choosing 
this value allows us to find a compromise between speed 
and quality of work. We set it as a threshold value in the op-
timization cycle. That is, the optimization of the facial ex-
pression for the final mesh per frame is performed until the 
value of the error function becomes less than 0.04. 

 
Fig. 3. Texturing result of the reconstructed human head model 

 
Fig. 4. An example of how the animation stage works on 

arbitrary frames of the input video sequence 

3. Possible application of the method 

The method proposed in the paper can be used for tel-
econferencing in a communication channel with a small 
bandwidth. In this case, we perform some information 
compression. In the first stage, to establish a connection 
with the interlocutor, we transmit information about the 
parameters 


, 


 and 


, pre-calculated on our device. 
We also assume that the FLAME model is installed and 
configured on the interlocutor's side to the initial parame-
ters. The information that we initially pass to initialize the 
model (


, 


 and 


), takes up 1508 bytes: 

 4,  ,   ,N M KN M K    
     

where N = 300, M = 50, K = 27, and 4 represents the size 
in bytes of a single real number. 

After presetting, for each frame, we will have to trans-
fer a set of parameters ,  

 
, 


. This will be 435 bytes: 

 4,  ,   ,L P TL P T    
      

where L = 6, P = 100, T = 3, and 4 again represents the 
size in bytes of a single real number. 
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If, however, an RGB frame with a minimum comfort-
able resolution of 256×256 acts as information for trans-
mission over a communication channel, then we need 
196608 bytes to transmit it (in a situation where the frame 
is not compressed). Thus, when using the proposed ap-
proach, we can reduce the amount of the minimum re-
quired channel bandwidth by approximately 450 times. 

The disadvantage of this approach to using animation 
is that to obtain a three-dimensional model of a human 
head, an RGBD frame is needed, which can only be ob-
tained using specific equipment - a stereo camera. Also, 
such technology can be dangerous because it is not 
known who is hiding behind the speaker's face. This dan-
ger arises because attackers could use animation, a model 
previously built for another person. 

Conclusion 

The contribution of this work lies in the proposed 
method for reconstructing a three-dimensional model of 
the human head. The proposed method differs from the 
existing ones by a new procedure for optimizing the pa-
rameters of the FLAME model. This approach allows us 
to get models with more human faces and many small de-
tails. It is planned to continue this work in the future. To 
obtain a full-fledged human telepresence technology 
based on RGBD images, we need to reconstruct a high-
quality human head completely. Here it is possible to im-
prove the proposed method by moving from a parametric 
model to a mixed one. Namely, to supplement the method 
with the use of separate models that add details to the re-
constructed model. Such details can be accessories like 
glasses, jewellery, and skin imperfections, such as scars, 
acne, and wrinkles. Also, perform the reconstruction of 
human hair, for which it is also necessary to create a 
model designed to solve this problem. Then, all the de-
tails obtained from different models must be combined. 
The result of such a combination will be a high-quality 
and believable model of a person's head or avatar. A sep-
arate area for research is obtaining a realistic texture for a 
reconstructed head model, which, for example, can be 
represented as a UV map. It is also important to note that 
when implementing the reconstruction from a single 
RGBD frame, it is rather challenging to capture all parts 
of the head. As a rule, a frontal image of a person's head 
is used to obtain the best results in the reconstruction of 
the head model. With such an arrangement of a person in 
the frame, capturing the most significant amount of in-
formation is realized. 
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