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Introduction
Mammography is the X-ray method of noninvasive 
examination of mammary gland to identify its pathol-
ogy. This technique is now considered to be the only 
method for diagnosis of benign and malignant tumors, 
i.e. breast cancer (malignant tumor of breast glandular 
tissue). Oncologic tumors don’t cause any discomfort 
or pain feelings at early stages when medical treatment 
is still possible, therefore it is important to make an 
accurate diagnosis at an early stage when a tumor size 
is approximately equal to 7 mm [1].
Computer Aided Detection systems (CAD) in mam-
mography are mainly focused on expensive digital 
mammography, which unfortunately are now very 
slightly used in Russian hospitals. Analogue mam-
mography systems don’t involve computer aided sys-
tems and, therefore, a common problem in diagnosis 
of breast pathologies is a human factor, and a lack of 
automation technology in mammography examina-
tion [2].
It is difficult to identify pathologies due to the struc-
ture of mammary gland. Mammary gland consists of 
three types of tissue which can be observed in mam-
mograms: fibroic, glandular and adipoid. Fibroic and 
glandular tissues have some similar radiographic 
density and they can’t be adequately differentiated in 
mammograms. Adipoid tissue can better pass X-rays 
that result in increase of the image contrast. Since soft 
tissues slightly differ in their X-ray absorption coeffi-
cients, the image has a flat contrast, therefore, detec-

tion of minor changes in tissues at early stages of dis-
ease and identification of small-size tumors is difficult. 
When projecting mammary gland images, different 
tissue parts are superimposed on one another in mam-
mograms that also distort overall changes in tissues. 
It is practically impossible for a doctor-radiologist to 
detect mammary gland pathologies with various types 
of mastopathy (mammary tissue accrementition). For 
example, Fig. 1a shows a healthy breast mammogram, 
and Fig. 1b shows how densely mammary tissue accre-
mentition looks, and that breast cancer can’t be diag-
nosed herein [2].

а)   b)  
Fig. 1. Mammograms: of a healthy woman (a), of breast 
cancer on mastopathy (b)
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The foregoing analysis shows the applicability of the 
technology of computer diagnosis of tumors based on 
analogue mammograms available for both subspecial-
ists and general practitioners. We can also say that the 
technology and the system based herewith will be much 
cheaper than the use of special digital mammography 
systems for mammary gland research and can be widely 
applied throughout Russian medical institutions.

1. Test images
Development of the technology of computer diagnosis 
of tumors is performed in mammograms from MIAS 
database [3] with known types of diseases and their 
localization sites. 
The original mammogram is represented as some 
certain function I(x,y). The mammogram is a mono-
chrome image, i.e. there is only one brightness chan-
nel. Gradations of image point brightness are distrib-
uted within the range of [0, 255]. The mammogram 
region includes the background, the pectoral muscle, 
and mammary gland.

2. Mammary gland detection 
At the first stage it is necessary to detect mammary 
gland regions in mammograms, since the processing 
of the whole mammogram provides distorted results. 
For this purpose we use the Markov random field as 
a hierarchical mammogram model [4]. Suppose the 
brightness distribution is normal in the image, and 
the image is split into blocks of  pixels. So, Markov 
model components shall be formed for a set of blocks 
B={b1, b2,…,bk}, where B – is the set of blocks, k – is 
the number of blocks into which the image has been 
split up.


 


ij bb
ji bW  (1)

where Wi – is the neighborhood of the block 
i, bB, i, j =  …,k.
Two indicators shall be calculated for every neighbor-
hood, i.e. the mean brightness and the root-mean-
square deviation (RMSD). Accurate intervals shall be 
identified for each area, and then similar blocks are 
to be connected. Studies have shown that the mean 
brightness of the mammary gland region may vary 
from  to , and RMSD – from  to . Further 
processing shall be carried out only within a bound-
ary that outlines mammary gland. Using this model 
in mammary gland detection enables to automatically 
limit the region for further processing and, moreover, 
it takes into consideration structural features of mam-
mary glands individually for each patient.
Fig. 2 shows a mammogram model, the background is 
herein highlighted with black, the pectoral muscle region 
– with white, and the mammary gland region – with grey.

3. Histogram transformations 
of mammary gland regions

Specialists perform preprocessing with view of the densi-
ty of patient’s mammary gland using algorithms of image 
histogram transformation and filtration [1].
A cyst is a benign tumor representing a cavity filled with 
some stuff. The cyst represents a round– or oval-shaped 
homogeneous shade in mammography which is similar 
in its density to the breast glandular tissue [1]. 

 
Fig. 2. Mammogram model 

In order to detect the cyst on the breast background, the 
image histogram transformation is used taking into con-
sideration the mean mammogram contrast [1, 5]. Fig. 3 
shows an example of the cyst mammogram processing.
Breast cancer is a malignant tumor disease which rep-
resents a fuzzy stellate structure with a low density [6].
Improved parameters of breast cancer mammograms 
requires a radiologist’s intervention, i.e. PC-and-radiol-
ogist automated work, since for the purpose of diagnosis 
of this type of tumors it is necessary to consider charac-
teristics of the patient’s breast tissue (adipose involution, 
fibrocystic disease, mammary gland adenosis). The au-
thors have developed three algorithms of preprocess-
ing of mammograms [5, 7, 8], which take into account 
properties of breast tissues and enable to detect tumors 
being under mastopathy which can’t be observed by the 
radiologist. Fig. 4 displays the original (Fig. 4a) and pro-
cessed mammograms (Fig. 4b) with breast cancer, as well 
as their histograms.
Fibroadenoma is the benign tumor, one of the forms 
of nodal mastopathy. On mammograms fibroadenoma 
represents a round– or oval-shaped tumor with a sharp 
smooth contour. Its density is higher or comparable to 
the density of the mammary gland tissue [9].
Histogram transformations of the mammary gland re-
gion containing fibroadenoma are analytically record-
ed by formulas (2) and (4).

1 1
1 max 1

1

[ ( , )] [0]( , ) [ ( , )]
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а)   

    b)    

Fig. 4. Breast cancer mammogram processing: the original mammogram mdb134 and its histogram (a), 
the processed mammogram and its histogram (b)

а)   

b)   
Fig. 3. Cyst mammogram processing: the original mammogram mdb104 and its histogram (a), 

the processed mammogram and its histogram (b)
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where Q1(x,y) – is the output image, Y(x,y) – 
is the current brightness value of the original 
mammogram, kmax, kmb– are maximum and mean 
brightness values of the original mammogram, 
respectively,





i

j
jhip

0
11 ][][ , (3)

where i – is the value of point brightness 
gradation of the output image (i=), 
j – is the value of point brightness gradation of 
the original mammogram (j= ), H1 
– is the distribution area of histogram elements 
of the original image, h1[j] – is the value of 
histogram elements of the original image with 
the brightness j (h1[j]  H1), P1 – is the range of 
histogram element changes of the output image 
Q1(x,y), p1[i] – is the value of histogram element 
of the output image with the brightness i (p1[i] 
 P1), p1[] = p1[Y(x,y)=] –  is the value of 
histogram element of the processed image with 
the point brightness equal to , mn – is the 
image size.
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where Q2(x,y) – is the output image, Q2_max 
– is the maximum brightness value of the 
output image, Q1_mb, Q1_min – are the mean and 
minimum values of the mammogram brightness, 
respectively, r – is the experimentally selected 
coefficient (r=0.).
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where i – is the value of point brightness 
gradation of the output image (i= ), 
j – is the value of point brightness gradation of 
the original mammogram (j= ), H2 
– is the distribution area of histogram elements 
of the original image, h2[j] – is the value of 
histogram element of the original image with 
the brightness j (h2[j]  H2), P2 – is the range of 
histogram element changes of the output image 
Q1(x,y), p2[i] – is the value of histogram element 
of the output image with the brightness i (p2[i] 
 P2), p2[] = p2[Q1(x,y)=] – is the value of 
histogram element of the processed image with 
the point brightness equal to , mn – is the 
image size.

4. Filtration
Histogram transformations used in the mamma-
ry region usually cause some additional noise; 
therefore, in order to eliminate them, we use 

algorithms of median [10] and sigma [11] fil-
tration.

5. Texture segmentation, 
binarization, boundary detection

At the next step depending on selected prepro-
cessing algorithms, the image is subjected to tex-
ture segmentation. 
Studies have found that in order to detect cyst, 
fibroadenoma, and breast cancer tumors we 
used, as the best suitable, the watershed [12] 
and Fuzzy C-mean [13] algorithms.
Before we select image boundaries, the image 
texture map [7] is subjected to binarization. Bi-
narization algorithms are different for each tu-
mor type, for example, breast cancer detection 
is performed based on the following equation 
(6).

5( , ) ( , ) [0]b x y w e x y u    (6)
where b(x,y) – is the output image, e(x,y) – is 
the image texture map,





i

j
jziu

0
][][  (7)

where i – is the value of point brightness 
gradation of the output mammogram (i=
), j – is the value of point brightness 
gradation of the original mammogram (j=
, j<=i,), z[j] – is the value of histogram 
element of the original mammogram with the 
brightness j (z[j]Z), u[i] – is the value of 
histogram element of the output image with the 
brightness i (u[i]U), u[] = u[e(x,y)=] – is 
the value of histogram element of the processed 
image with the point brightness equal to 0, 
w – a coefficient that affects a display image 
of different types of tissues (if w=, the 
mammogram only contains pectoral muscle and 
breast cancer regions) ( < w<=), mn is the 
image size.
Boundaries of the detected region are extracted 
using the algorithm from [14].
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а)  b)  

c)  d)  

Fig. 5. Breast cancer mammogram processing: the original mammogram mdb 144 (a), preprocessing of the original mammogram (b), 
texture segmentation (c) superimposed boundaries of the dedicated tumor (c) 

The images in Fig. 5 show the process of breast cancer 
detection in mammography: the original image (Fig. 
5a) involves the developed algorithm [7] of histogram 
transformations (Fig. 5b) to be applied, then this im-
age is subjected to texture segmentation (Fig. 5c), and 
the boundaries of the detected tumor are superim-
posed on the processed mammogram (Fig. 5d).

6. Textural features 
Textural features shall be calculated for each detected 
region. Full description of tumors is performed using 
Haralick textural features of the second order. Thus, 
in order to determine them, we calculate the adjacency 
matrix [15, 16], which contains relative frequencies pij of 
available adjacent elements located at a distance d from 

each other, with the brightness i, jG, G[], where 
G – is the set of brightness values of a halftone image. 
For each image we calculate four adjacency matrices in 
directions of    , then we therethrough 
identify 14 textural features of the second order such as 
the second angular momentum, a contrast, the difference 
momentum, the reverse difference momentum, a mean 
accumulated value, total entropy, difference variation, 
correlation, a coefficient of variation, the diagonal mo-
ment, the second diagonal moment, the multiplication 
moment.
In order to form the adjacency matrix in this research we 
used the distance equal to 1 in 4 directions (0, 45, 90, 
135); thus, the total number of features that characterize 
each detected region equals to 64.
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Conclusion
The authors of this paper have proposed the technolo-
gy of computer diagnosis of tumors in mammary gland 
of three main types, i.e. cyst, fibroadenoma, and breast 
cancer, using mammograms 
The developed technology of computer diagno-
sis of tumors has proper advantages over any 
other similar technologies and CAD systems, 
i.e. a low cost, a high speed of initial diagnosis, 
detection of tumor regions that are not visible 
for radiologists, the possibility of wider use due 
to prevalence of analogue mammography fa-
cilities in Russia, recording of types of breast 

tissues, and the possibility to process both ana-
logue and digital mammograms.
The experimental data results have shown that 
a system, as well as a physician can accurately 
detect all tumors on the background of adipose 
involution, however the physician have experi-
enced some problems with diagnosis in terms 
of fibrocystic disease and mammary gland ad-
enosis. Thus the physician has detected max-
imum % of both benign (cyst, fibroadeno-
ma) and malignant tumors in terms of fibro-
cystic disease. But the system can properly de-
tect maximum % of tumors. Therefore, the 

Table 1. Results of the tumor detection diagnosis

Parameters 
Number of 

mammograms
Radiologist System

“Standard” 
screenshots

Adipose involution 50 50 100% 50 100%
Fibrocystic disease 105 105 100% 90 85.7%

Mammary gland adenosis  28 28 100% 22 78.5%

Cysts screenshots
Adipose involution 39 39 100% 35 89.7%
Fibrocystic disease 24 11 45.8% 20 83%

Mammary gland adenosis  6 3 50% 4 67%

Fibroadenoma 
screenshots

Adipose involution 7 7 100% 6 85.7%
Fibrocystic disease 9 6 66.7% 8 88.9%

Mammary gland adenosis  6 3 50% 5 83.3%

Breast cancer 
screenshots

Adipose involution 23 23 100% 22 95.6%
Fibrocystic disease 20 8 40% 17 85%

Mammary gland adenosis  5 2 40% 4 80%

Further, we forme a feature vector of the detected region 
V[v1, v2, …, v64], and at the next step the obtained feature 
vector is compared with single reference vectors Vэ[vэ,1, 
vэ,2, …, vэ,64], i.e. with features form  a knowledge data-
base; in this case we calculate minimum values of average 
amounts of squared deviations [17]. We herewith deter-
mine a proper type of tumor, i.e. the computer-assisted 
diagnosis of breast disease is performed. 

7. Experimental studies
Studies were performed in a mammography office 
of the Non-state health care facility “Departmental 
hospital at the station Murom Open Joint Stock 
Company “Russian Railways” (Murom, the 
Vladimir Region). The office in this hospital is 
equipped with Mammodiagnost MD-RA analogue 
mammography device (Philips). It was used to 
obtain mammograms (about  pieces) in the 
form of X-ray images of the mammary gland on a 
film cm in size. In this type of X-ray studies 
we used a Kodak MIN-R  film with KODAK 
MIN-R 2000 and KODAK MIN-R  screens. 
Characteristics of this screen-to-film combination 
are as follows: the mean gradient is 3.75, the 

optical density is over 4D, a supertransparency 
blue substrate (GF 0.19) and low graininess [12]. 
To digitize images a scanner Epson Perfection 
V Photo (Epson) was used, which has the 
following main characteristics: optical density –
D, resolution –  dpi. [18]. We have 
filtered a subset involving 222 mammograms with 
the confirmed diagnosis from MIAS database 
and 100 mammograms selected from 500 images 
recorded during the patients examination whose 
diagnoses were confirmed by biopsy. The size of 
digitized images is pixels.
The image subset was processed under close radiol-
ogist supervision using the aforementioned tumor 
detection technology. A match vector was formed 
for each region of the detected tumor and based to 
the knowledge database.
 Results of tumor detection in mammograms of the 
used subset via an integrated system constructed on 
the basis of the developed technology with the aid 
of a practitioner radiologist have been integrated in 
Table 1.
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presence of any type of mastopathy reduces 
accuracy of correct diagnosis, since it shad-
ows practically the whole breast region which 
increases the probability of missing tumors by 
the radiologist at early stages when screen-
ing. This disadvantage is eliminated by a com-
plex system based on the proposed technology, 
thanks to which, when processing mammograms 
with complicated mastopathy, a top layer of the 
tissue is removed, and the tumor becomes visi-
ble; moreover, with respect to possible bound-
ary detection of suspicious areas, we can easily 
identify the type which they relate to (benign or 
malignant). Using this system, we have succeed-
ed to detect tumors with a diameter less than 7 
mm, while the existing CAD systems can detect 
tumors at later stages when they are insuscepti-
ble to medical treatment.
The work has been performed with support of 
the RFBR (the Russian Foundation for Basic 
Research) within the framework of the research 
project No. 13-07-00825.
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