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Introduction to sketch synthesis

Almost 20 years after the first papers on the subj
[1, 2] were published, there is on-going interestthe
community to automatic matching of the subjectiee-p
trait resulting from a sketch based on evidencenfr
crime witnesses with a suspect’s authentic phobe in-
put information is stored in the testimony of weses
and their description of the suspect.

A subjective portrait can be either a drawing or
composite portrait. A drawn portrait is a line @ifitone
drawing of the whole face made by an artist orimici@l
expert following a description the witness has mafle
the suspect. A composite portrait is a face imagud-
ing separate primitives (e.g. the eyebrows, thesetle
nose, and the mouth) as well as some additionaieziées
such as headgears, spectacles, earrings, bows, etip
The primitives can be either drawings (preparedisef
hand) or photographed parts of a face. In bothsctge
is a drawn-composed or a photo-composed portrait.

A French criminologist P. Chabot offered the meth
of creating a composite photo based on a verbalriges
tion and an identikit (or a “photorobot”) in the ddlie of
the 20th century. English research papers useetmn
sketch [5-9] rather than “photorobot”. Sketches can tal
the following forms: a Viewed Sketch, drawn by atisa
based on a photo or directly from her/his face;efsic
Sketch, drawn by a forensic artist following a dggon
by an eyewitness. The term Viewed Sketch also maa
computer drawing generated automatically basingao
digital photo image. On the other hand, a compditaw-
ing (Viewed Sketch) re-worked by an artist is cdlbn
Artist Sketch. If a library of facial features isad for a
sketch, the resulting sketch is called a “Compos
Sketch”. Moreover, if a “Composite Sketch” is baseda
verbal description of a suspect’s face, then kKnewn as
“Composite Forensic Sketch”.

At present, all sketches are generated by speaial G
puter programs. The most well-known among them
“IdentiKit”, “PhotoFit", and E-FIT and “Mac-a-Mug”,
“FACES” and “ldentKit2000” [3, 4, 6-10]. The basic
idea underlying these programs is a “mechanicdecol
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tion” (collage) of a face area from individual fess
(primitives) from a library of primitives by an oor.
Although there are now ample libraries of primigand
a perfect technique of "gluing” primitives in contpupro-
grams, as well as some highly developed interféneere-
D sulting sketch is highly dependent on the expenisthe
specialist working with the program and the subjech of
the verbal description from the witness. For examph
Fig. 1, the original face photo and Viewed Sketches
Jractically matching. The result depends on howiewsd

e

(identikits) are less similar to the original pheteen though
they are made from that very photo, and they arsinolar
to each other either. This is due to different abiristics of
the software used for identikit synthesis.

Original Viewed

photo Sketch Composite Sketches

and two variants of Composite Sketches [7]

it This “dissimilarity” is typical for any method of
Gr\)hoto-collage composition. The dissimilarity incsea
if a photo-collage is not created from an origipabto
but only from a witness’ verbal description. Thitua-
tion is aggravated if the verbal description mageab
witness is based on their recollection some dayer af

e contact with the suspect (or the criminal), wiiee
memory only partially retains the original primi¢is of
the suspect’s face.

ar
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Sketch has been created. However, Composite Sketche
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This “similarity flaw” has fueled a growing intetds de-
veloping some improved techniques and systemsefuergt-
ing sketches and has resulted in creating soma faminpo-
site systems based on evolutionary algorithms @b#)inter-
active strategies. In this case a sketch is natteated from
individual facial features, but instead, is selédtem a data-
base of sketches, taking into account the phen@iypal fea-
tures resulting from a verbal description) andtimgait as a
unique entity. All changes in the face are madé=Byand
corrected interactively by a witness. The simpiesimples of
a phenotype could be the head shape and/or indlviacial
features, as well as racial, gender and age faterds pre-
sented in the form of a verbal description.

The first system using EA and interactive strate
was “E-FIT-V — Eigen FIT version V" system develdpd
by Christopher Solomon [11]. Charlie Frowd was dloe
thor of the second system “Evo-FIT — Evolutionaaci
al Imaging Technique for Creating Composites” [1]
Both systems use the representation of a face ilnasged
on the shape model (Active Shape Model — ASM) &ed
appearance model (Active Appearance Model — AAN
ASM determines the contour of the entire face anee
the AAM of its texture. These model parameterslass
than 50 features in the eigenspace based on PQACIP1
pal Component Analysis) and Karhunen-Loeve transi
mation. These model parameters are varied in #radf
work of evolutionary algorithms (EA) using the ciog
procedure and random mutation of 50 original fesgur

After the first attempts of sketch synthesis the@-
lation 1” of several faces was generated by thgstems.
Population 1 corresponds to both the phenotypemfea
ry face and a random variation of its parameted.[]
Population 1 represents different faces that hasiendar
hairstyle but noticeably different shapes of thachand
basic facial features.

To summarize, the original photo and the synthesize
sketch are made similar by the following factorsnér-
active evolution strategy:

— discarding the “assembly of sketches” mechanism us-
ing separate primitives;

— selection of a holistic face image as an initiattsh
taking into account the phenotype data;

using parametric models of a face image in thereige
space of features;

— variation of model parameters of sketches based on
EA,

selection of the best solution based on the intienrac
with a witness.

QY This “dissimilarity” is typical for any method ofhpto-
collage composition. The dissimilarity increasea jhoto-
collage is not created from an original photo iy drom a

! witness’ verbal description. This situation is ayated if
’l-the verbal description made by a witness is basethar
recollection some days after the contact with tiepect (or

[ the criminal), when the memory only partially retithe
4)0riginal primitives of the suspect’s face.

This “similarity flaw” has fuelled a growing intese
to developing some improved techniques and systems
generating sketches and has resulted in creatimg $a-

Olcial composite systems based on evolutionary dhyos
(EA) and interactive strategies. In this case dctkis not
constructed from individual facial features, budtead, is
selected from a database of sketches, taking ttouent
the phenotype (facial features resulting from akede-
scription) and treating it as a unique entity. &llanges in
the face are made by EA and corrected interactivglp
witness. The simplest examples of a phenotype cbeld
the head shape and/or individual facial featurssyall
as racial, gender and age face features presemtdte i
form of a verbal description.

Then a witness interactively selects a result from e first system using EA and interactive strategy

Population 1 that best matches the original vedssl
scription or some its individual features. Fronstresult,
accepted as the current sketch model, the systa@r-gq
ates a new population (Population 2) by changiegpt-
rameters according to EA. Thus, Population 2 depser
sent the genotype of a face of the same personswitil
variations of primitives.

Finally, from the population 2 a face is selectd
which matches best the original verbal descriptiorin-
dividual features (not taken into considerationliegr
This process continues until a witness validategéisult.

The approach adopted in “E-FIT-V” and “EvoFIT]
systems implements the ideas of evolutionary aligos
and a human-computer interaction where the authano
original verbal description can correct the resaftevo-
lutionary algorithms. The final decision is also daaby
this author, resulting in a quickly designed andhare
similar final sketch. That is why the developerdleth
their ideas the strategy of evolutionary creatibplooto-
realistic composite faces or sketches. A seriesxpkri-
ments has shown that sketches made using thiggpjrg
are close to their originals and easily identifigdexperts

was “E-FIT-V — Eigen FIT version V" system develdpe
by Christopher Solomon [11]. Charlie Frowd was dloe
thor of the second system “Evo-FIT — Evolutionaaci
al Imaging Technique for Creating Composites” [12].
Both systems use the representation of a face ilnased
on the shape model (Active Shape Model — ASM) &ed t
appearance model (Active Appearance Model — AAM).
ASM determines the contour of the entire face aned
the AAM of its texture. These model parameterslass
than 50 features in the eigenspace based on PQAciPr
pal Component Analysis) and Karhunen—Loeve transfor
mation. These model parameters are varied in Hradf
work of evolutionary algorithms (EA) using the ciog
procedure and random mutation of 50 original fesgur

After the first attempts of sketch synthesis the@-
lation 1” of several faces was generated by thgstems.
Population 1 corresponds to both the phenotypemfea
ry face and a random variation of its parametef}.[1
Population 1 represents different faces that hasiendar
hairstyle but noticeably different shapes of thachand
U basic facial features.

Then a witness interactively selects a result from

b

d

(psychologists and criminologists) [13, 14].

Population 1 that best matches the original vedssl
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scription or some its individual features. Fronsthésult,

accepted as the current sketch model, the systemr-ge

ates a new population (Population 2) by changiegpt-
rameters according to EA. Thus, Population 2 depser
sent the genotype of a face of the same personswitil
variations of primitives.

Finally, from the population 2 a face is selectd
which matches best the original verbal descriptionn-
dividual features (not taken into considerationliegr
This process continues until a witness validategdisult.

The approach adopted in “E-FIT-V” and “EvoFIT|
systems implements the ideas of evolutionary dlgms
and a human-computer interaction where the authano
original verbal description can correct the resaoftgvo-
lutionary algorithms. The final decision is also dadby
this author, resulting in a quickly designed andhare
similar final sketch. That is why the developerdlech
their ideas the strategy of evolutionary creatidplooto-
realistic composite faces or sketches. A seriesxpgri-
ments has shown that sketches made using thiegjrg
are close to their originals and easily identifisdexperts
(psychologists and criminologists) [13, 14].

To summarize, the original photo and the synthelsi
sketch are made similar by the following factorsraér-
active evolution strategy:

—discarding the “assembly of sketches” mechanismgus
separate primitives;

—selection of a holistic face image as an initiagtsh
taking into account the phenotype data;

—using parametric models of a face image in thereig
space of features;

—variation of model parameters of sketches basef/n
—selection of the best solution based on the intienac
with a witness.

2. Problems of photo-sketch matching

Interaction with a witness is crucial in “EFIT-V'hd
“EvOFIT” systems as it is the withess who makesfthe
nal decision about the similarity of a sketch wattsub-
jective description. Sketches generated in thisiéaork
in accordance with the interactive evolution sggtelo
not simplify the problem of automatic matching skets
with original photo images.

The analysis presented [8, 9] shows that stablegre
nition of Composite Forensic Sketches and Compo
Sketches with a corresponding photo from speciatier
nalistics databases is currently not achievabj@actice.

This happens due to the following three basic nesisg
1) The low quality of sketches results from verbal d
scriptions;

2) The methods used to match a pair photo-sketch H
some drawbacks;

3) There is a lack of databases with photos and s&stq
required for this task.

These reasons induce the developing database
sketches, expanding the existing benchmark face-d
bases [15, 16], improving the methods of photo-etke
matching, and modeling the task of retrieving pbo

As a result the first database of sketches has treen
ated, including the most popular CUHK Face Sketah d
tabase (CUFS) and CUHK Face Sketch FERET database
(CUFSF), containing photos and corresponding slestch
AR data set and XM2VTS data set [13, 14]. Besidles,
[17-21] new ideas concerning automatic sketch synthe-
dsis from a face photo we, as well as the methods of
matching were proposed. In majority of cases thisse
velopments were made using the CUHK and CUFSF da-
tabases and results are contain sketches in tine d6r

" “Viewed Sketch”.

Meanwhile the construction of sketches (identikiss)
only the first step in solving a more general peoibl- the
problem of automatic (without human participatidage
photo retrieval based on given sketches. This prabl
arises, for example, when searching for the orldiace
photo in a large database by a given sketch omfincdor-
respondences between the faces of people in ailsurve
lance system video, as well as in solving problefmsiu-

t tual photo-sketch recognition.
In the presentation of results of mutual photo-chket
recognition on CUFS and CUFSF databases, both the
remethods of processing and parameters of trainidgest
samples were not precisely specified. Thereforemdna
biguous determination of the model of conductedeeixp
ments is impossible. The assessment of obtainedtsés
considerably difficult, as well as verification thfe model
of conducted experiments in the framework of meta-
analysis. The state-of-art and problems mentiorey/a
e (approaches, solutions, results and their analgsespre-
sented in [22, 23].

3. What sketch databases do we need today?

The CUHK database contains sketches generated au-
tomatically from original photos and corrected Ibiists;
there are 188 photo-sketch pairs. The CUFSF databas
contains sketches that are made by an artist fragmal
photos from the FERET database. These sketches reta
main facial features and singular facial attributeshave
some artefacts (elements of caricature or exaggajat
In fact, both databases contain sketches definedeahs
“Artist Sketches”.

Different methods of making sketches in CUFS and
CUFSF databases result in the effect when sketatees

sitkecognized using simple methods [22, 23] with Hogin-
formance (close to 10%®), while others are also recog-
nized with the same simple methods but requireigeec
matching of size and orientation of face areaténglane
eXY. Unfortunately in [16] only cropped sketches et-
tremely poor quality (on resolution, size and tegjuare
aRccessible. So we are not able to conduct represent
practical research on these databases. The examiples
pmatching cropped faces from the FERERT databage wit
corresponding sketches from the CUFSF database [16]
5 e shown in Fig. 2.
at  Comparing cropped sketches from the CUFSF data-
+ base [16] with sketches from Fig. 3 additional veto of
ofacial fragments and facial features (forehead,enos
mouth, etc.) can be seen.

D

based on given sketches{8, 17-21].
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Fig. 2. Examples of matching cropped face images
and sketches [16]

These operations were made “manually”, i.e. narin
automatic mode. Besides, texture in face areas
“smoothed” by low-pass filtration. And finally, basan-
thropometric parameters (eyes’ line, inter-eye adise,
etc.) were aligned. It is possible that in ordestiody the
methods of photo-to-sketch matching, such alignnign
necessary. But in real applications, for instanteriminal
events and scenario where the task of a suspeivedt
based on a given sketch is actual, the conditioaligh-
ment is practically unattainable because we dd&knotv in
advance how the original photo of a suspect lodtes |
Thus parameters of the face photo are unknownywando
not know if it corresponds to the given verbal digdion
(and to the generated sketch based on it).

In Fig. 3 there are photo-sketch pairs (Compos
Forensic Sketches). The lack of high similarity b

tween photos and sketches is obvious, in contrary t
similarity observed, e.g., in corresponding pairs |i

Fig. 1 or in Fig. 2.

degmnipt
of withesses. http://abclocal.go.com/story?secticaws
/national_world&id=7044287

All four pairs have a noticeable difference in size

(height and breadth) of facial areas, in size awétion
of facial primitives, as well as distortions in symtry of
facial fragments, and different directions of akodhe
matching of such sketches with original photos ligug
taken frontally and with standard normalizatiorrasher
difficult or impossible in practice.

This raises a new challenge: how to match sketc
and original photos? There is an analogy with thates
gies that are implemented in “EFIT-V” and “EvoFIT|

times and presented with new parameters concegeng
ometry of the face area (size, symmetry, and simiftr-
der to generate “new population” of such sketchibégse
modifications imitate the generation of>Kl sketches
corresponding to “group of K witnesses”. Thus focts a
generated population it is possible to solve ttsk taf
matching sketches with original images. For maiglan
average sketch of the population or each sketah e
population majority mechanisms or “mixtures of entge
are used. And this is the only case when it is iptesso
obtain a good matching result!

This is the fact that became the starting poin2in,

21] to generate a new set (population) of sketébieany
&iven original sketch. The mechanism of generatibn
is specific sketch populations is rather simpiat twas
demonstrated and confirmed by the results obtafoed
CUFS and CUFSF databases presented in [22, 23].

Similar results can be achieved using the appréach
generating “population of caricatures” presented?2i.
However, solutions presented in [24] are basedxatte
shape (AMS) and appearance (AAM) models of face im-
ages, linear transformations between two imagesetba
on PCA and KLT) and different variants of rearrange
ment and magnification of compact facial fragmeaits
facial primitives.

Taking this into account the approach presented in
24] is worse than approaches in [22, 23] because o
omplexity of algorithms used for the generationref

“quested populations. The high accuracy of a fapeap

!

it
e
. -ance provided by the approach [24] is not sufficiarthe

task of generating a sketch population as it isnomn if
an original photo corresponds to a given sketch.

4. Algorithm for a sketch population generation

The proposed algorithm for generating a “population
of sketches” is following. We fornk>2 new sketches
from a given sketch by geometrical changes in faie
as, for instance, as it is determined by biomettand-
ards. The matrixS of sizeM xN represents the original
sketch image in a grayscale format. We assumettieat
facial area occupies no less thand8®f the whole im-
age. For everk=1,2,...,, K we define three parameters
p1, p2 andps using a generator of random numbers and
mapping this values into the intervatlso that:

p, =sign( R") fiX di’),for1=1, 2, 3, (1)
wherep; — parameterd — maximal value of parameter,
andd>2; R" and R — normally and uniformly distrib-

[ “uted random numbersign(R.") — sign of the number.

Parameters pi generated according to formula (¢ ha
the following meaninggy: corresponds to the length of a
face in the original image and thus the locatioreypés’
line; p, relates to changes in the breadth of a fagee-
lates to the changes in location of a symmetry iimthe
hJﬁCial area. Parametdrcan be related, for example, with

t

e number of pixels that correspond to the chariges
L, crease or decrease) in the central part of a fatcation

4

L

systems. Every original sketch should be modifiddva

of an eyes' line or a face symmetry line.

732
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Examples of generated sketches from input sketeh
show in Fig. 4, where a sketch from the Populafidras
visible changes in width and height of the faceaard a
sketch from the Population 2 has visible changeallin
parameters of the original model with additionddlyrred
edges of facial primitives and textures. Main pagtars
of a face model are as followg! — face width;H — face
height; S — distance to the line of symmetry from a co
tour of a face ovalh — distance to the eyes ling— dis-
tance between centers of eyes.

— —
X '_\ﬂ-nl .41‘..-..\!: < & N\
" Iy |\ i
“ AN §° AN | £
) -——— i.' !-. —— . 1 —— .

. / < I
Fig. 4. An idea o?‘sketch generat'idn:)an input cket) and
sketches from Populations 1 (b) and Populations)2 (
The algorithm of geometrical changes in facial af
consists of three steps; where in each step onetiqe
of changing in geometry is executed.
Step 1. Ifp;>0, then remove firstpg —1) rows from
matrix S. If p1<0, then extend matri$ by adding first
(p1—1) rows aboves. This operation can be described a

S(p: M), ifpg>0 @
[SL:abs( p); $ if p<O’
where S M(varxN) is matrix with removed or adde
rows, and indicated by a parameter var.

Resulting matrixS®in (2) is longer if conditiorp; >0
is satisfied, or is shorter if conditign<O0 is satisfied. Next
we rescales®restoring its original sizé x N so that:

sW(vax N) ~ &( mx N. 3)

Here the length of a face in resulting masi® in (3)
increases, if the conditiom >0 is met or is shortened i
condition p1 <0 is met. Consequently, eyes’ and mou
lines are shifted up or down. The changes we deedst-
ed in a facial area in a sketch are within the eaofgval-
uestd, in respect to the length of an original face.

Step 2. Next, if2>0, we remove firstge—1) columns
from matrix S®. If p,<0, then we remove lagh{—1) from
matrix S®. These operations can be written as follows:

SY¢ p i N), ifg > 0 4
SY(;, 1:N- abg p)),if p<O

S® (varx N) :{

S@(Mxvar)= {

ar Here the resulting matri$? in (4) have abgp—1)
columns less irrespective to the vapie
Next we perform rescaling of matr&® restoring its
original size oM x N:

s (Mxvar) - $7( Mx N, ®)

that inevitably leads to increased breadth of @afearea

N-in the original image and cyclic shift of a facalea to

the left or right. If to neglect change in lengthaofacial
area according to (3), the breadth increase acupridi
(5) is determined by a value close to the value. of
Step 3. In this step we carry out a cyclic shiftratrix
S2to the left by 3—1) columns, ifos>0, or to the right, if
ps<0. These operations can be written as follows:
S®(Mx N) =
[SPC p+1:N) $(¢,1:p)], ifp>0
=< [SP(; 1: N- abg p)+1: N ’
S@(, 1:N- abg p))],

(6)
ifp< O

resulting in cyclic shifts of the whole sketch ineagio-
lating the symmetry in respect to the line of cahtiym-
metry of a face.
Now we rewrite the result (6) in a new form:
sk = 43 , @)
where the resulting matrix (7) represents a reth
sketch of Populations 1 (figh}t
Next we write down the resu®® in the memory and
go back to determine parametgisp; andps,and further
to steps &3 until we form a new sketc®<*Yand so on.
€a  The following questions may arise: how is it poksib
to evaluate the similarity measure between an imput
age and corresponding sketch? How the visible aritil
(visible to a human) should correspond to some &rm
index? And what is more important to evaluate: kirity
B-visible by a human observer of an input image aad i
sketch, or some formal index of similarity? Thesest
tions are particularly important in the chains “wit
ness-verbal face descriptionsketch” and “sketch

y photoretrieved based on this sketch”.

5. A method to increase a similarity index
in photo-sketch pairs
In [22, 23] it is presented that if facial sketcle®
created directly from original face photos (Viewgketch
or Artist Sketch), then they are recognized by &ngys-

basing on verbal descriptions, the recognition qrerf
mance decreases significantly. This situation tgkase
in a composite sketch based on a verbal description
an automatically generated sketch based on ingxact
incomplete) input data. When we try to increasesthie-
jective similarity of a generated sketch with thégimal
one, we decrease the formal similarity measurei¢8ir-
al SIMilarity index - SSIM) [26, 27]. SSIM indexlaivs
to evaluate the degree of similarity between twades
depending on the following factors: changes in hanice
and contrast; loss of correlation. The performaonée

th
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sketch recognition depends on the SSIM index: thlkdn
the SSIM index, the higher the recognition restitius
our next task is to process sketches in such a thaty
they retain subjective similarity significantly gaig in
the SSIM index at the same time. To do this we psep|
to generate a new sketch Population 2 (f@): the input
is coming consistently witK sketchesS¥ represented byj
data matrices of sizil x N, at the output we have new
sketchesS¥ obtained as:

& =(ZT=1 si’))/ k fork=1,2, ..K, ®)
where each matrixS® represents the resulting sketd
being the average of previokisketches.

6. Analysis of results

In this section we demonstrate that sketches frorft

Population 2 have a similarity index with an orgajipho-
to greater than the ones from Population 1. Fige®on-
strates:a — a Viewed Sketch from [22] — an original
photo from the CUHK Student Sketch Database; an
Artist Sketch from the CUHK database. In the bottefh
part values of the SSIM index between the origpfaito
and the Viewed Sketch from Population 1 (lower eut
P1) and Population 2 (upper curi?®?) are shown. In the)
bottom right values of the SSIM index between thgio
nal photo and the Artist Sketch from Populatiodalvér
curveP1) and Population 2 (upper cur?2) are shown.
Curves show the values of the SSIM index for ni
sketches from mentioned populations. The horizometal
lines mark threshold values 0.62 and 0.495 of inéasi-
ty index between the original photo and skete)emsdc).

065 0.55

0.6

05

045

04t
)

f & 8

6
Fig. 5. Original data and corresponding values loé 1SSIM

8 4

As it can be seen from the results presented thesa
of the SSIM index for sketches from Population 2ewd
thresholds in both cases. So we claim that sketfrbes
Population 2 are more similar to original photod ann-
sequently the quality of sketches has become hi@&gr

h

[©]

<

Generated sketches are also useful in real-lifeasoes

with inaccurate or incomplete information aboutgoral
photos and their parameters.

The proposed method of increasing the quality of
sketches is suitable to be applied to sketches insgime
detection practice. We employ the sketch from pd@r
which is interesting because it was recognized \lith
rank 72, i.e. corresponds to the original photthatposi-
tion 72 in the ranked list of retrieval resultsy.F6 presents
a sketch and a corresponding original photo alkenta
from [8] and corresponding values of the SSIM indExe
first row gives: a sketch, a modification of a skegener-
ated in Population 1 (numbers above it are parampie
p2andps); a sketch generated in Population 2 for the value
k=10. The second row gives: an original image, a frodi
cation of a photo generated in Population 1 (nusiber
bove it are values of paramet@is p, and ps); a photo
generated in Population 2 for valke 10.

Values of SSIM mdex

2 .
Population 2 :

.47 -

Sum of 10 sketches

SSIM = 0.2822 SSIM=033355

611 7

354x289

Photo Sum of 10 photo

354x269

SSIM=0.26105 SSIM = 0.34468

Fig. 6. Sketch, original photo and correspondinduea

of the SSIM index

Presented results show that the SSIM index for
sketches generated in Population 2 is higher then t
SSIM index for Population 1.

These examples (Fig. 6 and Fig. 7) demonstrate that
the presented method of generation of sketcheeposs
universal trait since it can be used independe(fty
sketches and original photos) and for any availalale-
bases of photos.

Summing up the results of the experiment the faithgw
is necessary to note:

a) The modification of the original data (identi-
kits/sketches) and their representation in the fofiRop-
ulation 1 emulate the acquisition of new data fram
group ofK witnesses. This effect can be seen as more ob-
jective representation of sketches for the origidata
available. Having these assumptions it is possdokolve
the problem of comparing the new data with theinab
photo rather effectively even within Population 1;

b) Thus, the comparison may be performed with an av-
erage (for the whole population) sketch or with heac
sketch from a population on the basis of majoatari
mechanisms or, for example, on the basis of mistafe
experts [28];

¢) The transformation of results of Population 1 wutes
of Population 2 improves the similarity in photetth
pairs. The marked effect in conjunction with thechse
nisms mentioned in b) creates new conditions forenad-
fective comparison of sketches with original phptos
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Photo Sketch S5IM index
0.33 T
e ¥ anil
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0.31}--nmrmn- P L LT -
CJ\ {_.r’
f  — Y, ujf -
¢k 1
S / :
Sumof 10 Faces 029 Iﬁ baen feniniinans S
- 0.28 / é
a - L 0.27 |1I . . ........ uf
S 2% ' :
- D26 fposnennnenedaccenacsncnnan -
7l 025 —} -------------- 1

SIIM=025074  SSIM = 032794 1 ]
Fig. 7. Original photo, composite forensic sketcid a
corresponding values of the SSIM index

d) For the similarity assessment in original phof]
sketch pairs it is possible to use the SSIM indext &s-
timates the correlation and texture of local areathe
original data [26, 27];

e) As shown in [8, 9], Multiscale Local Binary Patterr
(MLBP) provides the most useful result for the pice
In face recognition applications MLBP representgno-
type as a set of its modifications i.e. some kifd popu-
lation! Therefore, the proposed approach correspdad
modern trends of face photo retrieval using sketche

7. Experiments

The aim of experiments presented below is to conf
the hypothesis that the ISSIM of pairs original fgho
sketch from Population 2 can be efficiently usedaa
search criterion in face photo retrieval based k®iches
even with the use of simple methods. In this secti@
show the results of experiments with sketches fRopu-
lation 2 that are generated from sketches takem fi
CUFS and CUFSF databases.

Experiments on the CUFS database

Based on K=100 photo-sketch pairs from the CUH
database we generated new subsets of sketchepuafPd
tions 1 and 2 witho<3. Using both original and gener
ated data we conducted three experiments withdhees
subset of original photos (used as references)wlitin
different subsets of sketches: original sketchesfthe
test part of the CUFS database; corresponding lsket
from Population 1 and generated from them sketdfe
Population 2.

The structure of the FaRetSys for the first expenitis
presented in Fig.88 The main parts of the system a
CUHK/CUFS databases that are represented by a blod
original photos (BOP) and a block of original skes
(BOS); a feature extraction unit (FEU) and a corager
(CMP).

The extended structure of the FaRetSys for thenskeqd
and third experiments is presented in Fly. Bhe follow-
ing blocks are added: a generator of populatiorskefch-
es (SPG); a database that stores Populations 2 @t

a) Simple FaRetSyk) Extended FaRetSys

Original

Sketch
Original “ . c
Sketch W population W
Bap Original Or\gina\

Photo Photo

G e S S ‘ )

Result

PPU

Fig. 8. Structures of the face photo retrieval sgsused
in experiments

The aim of each experiment is to search an original
photo P(k), 1<k<K in the CUFS database by a given
sketch (Query SketcB(j) where 1<j<J) and evaluate
this search accuracy numerically/qualitatively. Tige
sults of the experiment 1 serve as a "referencabdae”
and are used further to compare with the results fo
o-sketches from Populations 1 and 2.

Parameters and models of retrieval systems
in experiment 1

The dimensions of original photos and sketches are
250x% 200 pixels. The preprocessing (PP) step consists of
transforming images to GRAY scale selecting the arfe
interest within a facial image (size of 20Q080) and blur-
ring the selected area using a “blur-filter” wittwindow
of size 5x5 or 7x 7.

A feature extraction procedure is based on the two-
dimensional discrete cosine transform (2D DCT) rog-0
inal images (photos and sketches). This procedamebe
performed in two ways. The first way is to reprasem
| ages (photos or sketches) using values starting fre
" upper-left corner of a spectral matrix of ordefThe total
number of spectral components in this cagkxsl. In the
second way we also use components starting from the
upper-left corner of a spectral matrix of ordebut they
are selected with a simplified “zigzag” method [28]
this case a facial area is describeddgi+1)/2 spectral
components. In both cases the paramgteranges rang-

S ing from 10 to 50.
Within a supervised framework of face photo retalev
based on sketches we know the class of a givertsket
S(j) a priori. This makes it possible to evaluate nticad-
ly the accuracy of retrieval (Retrieval Ratd&RR. RR is
calculated as the ratio & correctly found photos to a to-
tal number ofK search attempts and is expressed in per-
cent. Therefor&kR=(100x R)/ K whereK is the maximal
number of search attempts that is equal to the eurob
photo-sketch pairs. The classifier is implementadirg
reon the criterion of minimum distance (CMD) in thd L
k metric with rank 1. The task of classification detch
S(j) is reduced to calculation of all distances
dis(k) =distance(P(k), §(j)), Ok andO j<K. Index k cor-
responds to the minimum value of dis(k) that dedittee

o maximal proximity (or similarity) measure betwe&g)
and a photo of cladsin a database. The result of retrieval
is considered correct ji=k and this is checked within a
supervised classification.

I

o

O

P2) of sketches generated from the original sketch.
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The FaRetSys models for the first and second why

selecting spectral components take the followimmf{29]:

CUFS [100//1 Photo (PP)//1 Sketch]{2DDCT:

250x 200- (dxd)}[CMD//L1//rank=1]
and

CUFS [100//1 Photo (PP)//1 Sketch]{2DDCT:

250x 200- (d(d+1)/2)}{CMD//L1//rank=1],
where CUFS — image database name,
[100//1 Photo (PP) )//1 Sketch] — base parametéhs
number of classes in the database // number ofnteg-
es, database images category, PP — preproces
{2DDCT: 250x%200- (dxd)} features extraction
method, the dimension of the input images, the dsion
of the feature vector; [CMD//L1//rank=1] — classifitype
(minimum distance classifier), distance estimatizetric,
ranking the result of classification.

The results of these models are shown in Fig. !

where:a) examples of an original photo before and af
preprocessing; b) a query sketch and an originatqphs
the result of retrievalg) and d) dynamics of the RR fo
first and second ways respectively.

Fig. 9 shows that the accuracy of face photo xetriby
sketches grows with the increasing of the parantetand
reachediRR=100% whend>30. In further experiments wé
use the second method as it provides much smafierdgx-
imately twice) number of spectral components. Tiesgnt-
ed results show that the problem of face photdeketr
based on sketches can be solved successfully wittier
simple FaRetSys frameworks. On the other hande thes
sults are observed on the CUFS database where-p
sketch pairs have high values of ISSIM)(6). In real-world
conditions such high values of ISSIM are not aciis and
hence RR-100% is also impossible.

a) b) 0
Input Photo Query Sketch Recognition Result

V= \

d)
% & Recognition Resuit

100

% A
0

98

SRR 0 L

~— 7
e

. g
Retrieval Result

=

Preprocessing

v p a i 30 E ¥ H
"0 20 30 40 50 30 40
Method 1 Method 2

Fig. 9. Initial data and results for the experimént

Retrieval system parameters and models
for experiments 2 and 3

Population 1 imitates sketches created according
the descriptions of “group of witnesses” and cqroesl-
ed to the testimony with incomplete informationverbal
portraits. In this case the index of similaritysikietches of
Population 1 with corresponding original photosather
low and so the accuracy of face photo retrievabtam
these sketches. Characteristics of sketches ofl&apu
1 correspond to real-world conditions.

dJ

»
P

"m_

90

L\ — 20 50

Population 2 sketches on the contrary have a signif

cantly higher similarity index with original photod
Therefore, their use may become a satisfactorytisolu

5 dor the problem of face photo retrieval based oeséh
sketches. The experiments 2 and 3 confirm this fact
So in experiment 2 tests are "median sketches" from
Population 1 and in the experiment 3 tests arechkst
with number L=10. Taking these into account FaRetSys
models for experiments 2 and 3 (and the secondaudeth
of feature extracting) are as follows:
CUFS [100//1 Photo (PP)//1 Sketch/P1[{2DDCT:
250x% 200- (d(d+1)/2)}[CMD//L1/rank=1]
and
sing; CUFS [100//1 Photo (PP)//1 Sketch/P2]
{2DDCT:250x 200- (d(d+1)/2)}}CMD//L1/rank=1].
The results of these models are shown in Fig. 10,
where:a) examples of sketches of Populatiorbl exam-
ples of sketches of Population &;results of face photo

retrieval based on these sketches.
( &
0,4 Result Retrieval (RR)

el

r

20 40

L

2 4 )

1 3
Fig. 10. Initial data and results for experimentar2d 3

Serial numbers of sketches from Population 1 are
marked with 1, 2, ... L. Sketches from PopulationoB-(
Lotgined by averaging of sketches from the Populatjoare
marked with expressions 1 + 2, 1 + 2 + 3. Digitginales
define boundaries dRRs for sketches from Populations 1
and 2. The parametdrdefines the order of a spectral matrix
(or the number of spatial spectral components). lirfee
marked “33” defines the minimum value efvhere the ac-
curacy of retrieval of 100 original photos by 16@tshes of
the Population 2 achieves 1%0RR=100%).

At a priori unknown value ofl, in each experiment
there is a variation task on selecting the "behte’/aof d.

To solve it we have performed 40 attempts to sefoch
10<d<50. The number of selected spectral components
in this case was in the range from 55 to 1275 gn4lif

the spectral component (1.1) is excluded).

As expected, results of face photo retrieval based
sketches from Population 1 are not satisfactorydne-
ing on the parametes RR values are in the interval
60+80%. At the same time the results of face photo re-

ieval based on sketches from Population 2 arelkxd:

R=100% is already achieved at®83 that is very close
to the result shown in Figd9 In comparison with the
curve "1" this result is higher on average by@0This
means that characteristics of sketches from Padpaol&
are close to characteristics of original sketchresmfthe
CUFS database. It is that what we intended to shogv
this result is consistent with the results showfim 5, 6
and 7, matching original photos with sketches flRopu-
lation 2 using ISSIM criterion.

This high value oRRis mainly the result of the fol-

lowing factors: specific properties of sketchesyfrBopu-
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lation 2; using the area of interest in originabfds and
sketches; blurring the selected face area in aginadi
photo (an averaging filter with a window of siz& 5 or
7x7). The first factor contributed approximately %0
while the second and the third ones added appraoeimg
10% altogether to the observed increase.

Estimating these results we have to note that wiity
in the third experiment (where we used sketchdopiula-
tion 2) the desirable result has been achievedetixen-
tally we have proved that the usage of sketches fopu-
lations 1 and 2 witlw >7 givesRRreduced by 510% on
average. It is caused by lack of additional antbnogtric
alignment of original sketches and photos. Unfataly,
such an alignment, as practice shows, is not al\wagsi-
ble due to the unavailability of original photos.

Experiments on FERET and CUFSF databases

To perform experiments we have built and used aur g
database that contains 220 photo-sketch pairs fizen
CUFSF database harmonized by facial geometric pedess
using reference points defined in the CUFSF datalizech
image in a pair represents a selected facial dr&é0x 128
pixels in gray scale. The alignment was performedraati-
cally using the express method presented in [1@lidl not
allow in some cases to achieve precise alignmeposifion,
size and orientation of selected facial areas hetvpdotos
and sketches. No additional operations to enhdmecquali-
ty of original photos from the FERET database woae
(").Therefore, the average value of ISSIM in phsitetch
pairs does not exceed 0.3. First of all it spedd@iapoor
quality of original photos especially in terms ghdmics of
their brightness, glare and orientation. Howeveither the
first nor the second contradicts our initial asstioms about
the low similarity of photos and sketches in reald situa-
tions and scenarios.

{FERET+CUFSF} [NUM//1 Photo//L Sketches]
{2DDCT:160x 128- (d(d+1)/2)}[CMD//L1//rank=1:10],
whereL =9 — number of sketches of Population 2 in each
class, NUM=100 and 220d> 21, 22.

The screenshot of results of an original photaenet
based on a given sketch is shown in Fig. 11. Factopre-
trieval based on sketches is executed within arsigsa
classification where we calculate a rank of cor@assi-
fication and depending on the sketch nuniierthe Popu-
lation 2 k=1, 2, ..., 10). The results are summarized in Ta-
ble 1.

The cumulative result (%)
Query Sketch: 220 Sketches population 2 of relative k 1:10
100%

=1

RANK

Retrieval Result/rank: 190 13 8 5 2 0 0 0 1 1
Fig. 11. Screenshot of resulbf an original photo retrieval
based on a given sketch
Evaluating the results we note that the accuracy of
matching photos from the FERET database with skstch
from the CUFSF database (which were transformeal int
sketches of Population 2) is equal to 8&.4or k=1.
This result is consistent, for example, with theseaf
recognition of photos «fa» from the FERET database

Further, from this initial database of sketches nevpased on photos «fb» from the same database olirals

sketches of Population 1 with the parametex5 and
from them sketches of Population 2 have been getkera
Face photo retrieval based on sketches from Papulat
has been done. We used the following model of FayRet

dicates a relatively high accuracy of recognitidie
recognition result fok=5 andk=7 is more than 9%
for NUM =100 and NUM= 220 respectively.

Table 1. Results of an original photo retrieval éd®n a given sketch

Population Form of Sketch numberk in the Population 2 (for d=21)
of /SI\Il(StI\SIheS the result 1 5 3 4 5 6 7 8 9 10
correct classification | 91 6 2 1 0 0 0 0 0 0
2/100 100x R/K=RR% 91 6 2 1 0 0 0 0 0 0
Recognition result - 97 99 100 100 100 100 10( 100 100
correct classification | 190 13 8 5 2 0 0 0 1 1
2/220 100x R/K=RR% 86,4 | 5.9 36 [ 227 | 09 0 0 0 0,45 | 0,45
Recognition result - 92,3 | 959 | 98,2 | 99,1 | 99,1 | 99,1 | 99,1 | 99,5 | 100

8. Analysis of experimental results

The high accuracy of results of face photo retlieya

based on sketches received during the experimeantiseo

CUFS database are related mainly to high quality of

sketches and photos in this database.

The low accuracy of results received during thesexp
iments on FERET and CUFSF databases are related
the low quality of sketches and photos in thesalutes.
However, in both cases it has been shown that @s¢

17

sketches from Population 2 improves the accuraag-of
trieval results. It is obvious that when face phaieval
is based on Forensic Sketches we cannot expesathe
esults [5, 6].Taking this and our previous expseinto
account we proposed to compare Forensic Sketchtes no
with original photos but with original sketchesrfrahese
Qgtabases (Viewed Sketches or Artist Sketches).

To improve the accuracy of retrieval we offerecethr
8olutions. In the first one original sketches arans-
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formed to populations and then within these pojahata
sketch that is similar to a given sketch (Forer®&ietch)
is defined. The class of the sketch found in a faimn
is a priori uniquely corresponds to the class ef ohigi-

nal photo. In the second solution a Forensic Skeédch

transformed to a population of sketches, and adjirmal

sketches from the initial database are compared
sketches from a new population “Forensic SketchElsé

correspondence between classes is defined the wayng
as it was done in the first solution. The thirdusioin in-
cludes the generation of population of sketchesigud
both all original sketches and Forensic Sketchhs. riext
step is matching of sketches from the two poputetio
These ideas are to be investigated in further ssudi

Conclusion

The paper gives an overview of tasks related to
problem of face photo retrieval using sketches syst
temizes the experience and results accumulatedthee
past two decades on this issue. The primary coscq
terminology used, ideas and modern technologies
construction of sketches are presented, and aésdiffi-
culties and the reasons of failures that arisesat-world

search scenarios are shown. The history of de\mjomi
[9]

systems forconstructingfacial composites (identikits an
sketches) and the ideas realized in these systanmar

vided. The analysis of automatic matching tasks
sketches with original photo images has been made
the reasons of low performance of search in realewg
scenarios are brought to light.

We have formulated the additional requirements
the existing databases of sketches and also metiiog
creating of such databases. The methods for gémgat
population of sketches from the initial sketchesirte
prove the performance of searching of sketch-bpketb
image retrieval systems are discussed. A method-to
crease the similarity index in photo-sketch paasdud on
computation of an average sketch from the generd
population is provided. It is shown that such skegcare
more similar to original photos and their use ie ths-
cussed matching problem may lead to good resulis.
for all that, the created sketches meet the reogngs of
the truthful scenario as they allow the possibitifyin-
complete information in verbal descriptions.

The results of experiments on CUHK Face Sketch

(1]

(2]
to

(3]

4]
[5]

(6]
the

pt’]
for

(8]

of

a
[10]

for
S[a1]

[12]
ted

B [13]

hnd4]

CUHK Face Sketch FERET databases and also opessatce

databases of sketches and corresponding photosdisarg
cussed. These examples show that the proposed dnafth
generation of sketches possesses the charactefigtiiver-
sality as it can be independently used for sketahesden-
tikits and any other correspondent available dathd
Based on the results of the survey we conclude that
methods of matching sketches with the appropriat#qs
should be based on the approaches focused oniszeeif
narios. Therefore, further studies should be linkéth the
analysis of different scenarios taken from realagions. It is
necessary to seek and create new options for ttleesyjs of

C [15]
[16]

[17]

(18]

sketches and methods for their recognition.
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