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Abstract 

The three-dimensional perception applications have been growing since Light Detection and 
Ranging devices have become more affordable. On those applications, the navigation and collision 
avoidance systems stand out for their importance in autonomous vehicles, which are drawing an 
appreciable amount of attention these days. The on-road object classification task on three-
dimensional information is a solid base for an autonomous vehicle perception system, where the 
analysis of the captured information has some factors that make this task challenging. On these 
applications, objects are represented only on one side, its shapes are highly variable and occlusions 
are commonly presented. But the highest challenge comes with the low resolution, which leads to 
a significant performance dropping on classification methods. While most of the classification ar-
chitectures tend to get bigger to obtain deeper features, we explore the opposite side contributing 
to the implementation of low-cost mobile platforms that could use low-resolution detection and 
ranging devices. In this paper, we propose an approach for on-road objects classification on ex-
tremely low-resolution conditions. It uses directly three-dimensional point clouds as sequences on 
a transformer-convolutional architecture that could be useful on embedded devices. Our proposal 
shows an accuracy that reaches the 89.74 % tested on objects represented with only 16 points ex-
tracted from the Waymo, Lyft’s level 5 and Kitti datasets. It reaches a real time implementation 
(22 Hz) in a single core processor of 2.3 Ghz. 
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Introduction 

As LiDAR (Light Detection and Ranging) sensors be-
come more affordable, computer vision systems based on 
3D (three-dimensional) information become popular in 
applications from mapping and cartography [1], to robot-
ics and navigation [2, 3]. In autonomous vehicles, LiDAR 
information has become one of the principal sources to 
ensure effective navigation. Commonly, autonomous 
driving systems use multi-sensor for their perception sys-
tem [3]. But, due to some limitations of RGB cameras 
under certain conditions and the potential of LiDAR in-
formation, those methods that use computer vision using 
exclusively 3D information became an interesting field 
for the investigation community.  

Processing of 3D information for classification, seg-
mentation or detection are crucial tasks for collision 
avoidance systems applications. Those systems are inher-
ent to auto manned vehicles, given their relevance to road 
safety [4]. These tasks have been addressed using differ-
ent representations for the 3D information, where the 

point cloud is the native format of LiDAR. This represen-
tation has an extended use for visualizing 3D objects and 
scenes, but it has an intrinsic processing difficulty due to 
the default shape of the stored data [5]. This shape con-
figures a challenge to establish geometrical or proximity 
relationships between points. 

To face this challenge, the applications for 3D object 
classification mainly uses three different approaches for 
representations. Most of the typical representations have 
been based on 2D views images that take advantage of 
the acquired experience on RGB image analysis. This ap-
proach has been present in models where a significant 
number of 2D rendering extraction techniques have been 
developed. 2D point cloud slices [6, 7], object views [8], 
elevation images [9,10] and spherical representations [11, 
12] are some of these, each with diverse versions. 2D 
views representations usually omit relevant 3D infor-
mation, which can give a performance drop. 

Another popular approach is the voxelization of the 
object space that maintains the 3D representation but giv-
ing order to the information [6, 13]. The voxelization 
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techniques have improved with the years, getting better 
and better descriptions of points inside each voxel [14]. 
These representations are usually processed using three-
dimensional convolutions to exploit the 3D spatial rela-
tionship. That can be computationally expensive (com-
pared with techniques for processing other representa-
tions) given the resolution needed and its sparse nature. 

Even when getting organized information is the most 
intuitive way to process the point clouds, changing the 
representation is a process that generally skips infor-
mation that is potentially relevant in the point cloud anal-
ysis. Therefore, there is an entire family of methods that 
works directly over the point cloud representation. Most 
of them establish correlations between nearby points as 
mesh analysis [15]to get geometrical descriptors [16, 17]. 
Nowadays, with the popularity of CNN (Convolutional 
Neural Networks) [18], several methods are presented 
where the CNNs have adapted to the irregularity of a 
point cloud. X-conv [19], spider [20], Annularly [21], 
spherical [22] and graph convolutions [23] are some ex-
amples of the extensive spectrum of possibilities to ana-
lyze point clouds. This kind of models face a bottleneck 
stablishing relationship among the nearest points to start 
the CNN processing. To solve this restriction, some mod-
els have used directly point clouds with approaches that 
can learn the spatial relationships between points. Exam-
ples of these approaches are PointNet [5] and Point Cloud 
Transformer (PCT) [24]. 

These days the deep learning methods have entirely 
dominated computer vision applications, including object 
classification and segmentation. The point cloud classifi-
cation task is not the exception, where those that use 
CNNs are the most common applications. These deep 
learning methods tend to get bigger and bigger. An ex-
ample is PointNet [5] that had 3.5M of parameters (M re-
fers to million) in its first version, but its upgrade (Point-
Net++ [25]) has versions with 53M parameters. This up-
grade obtains better local descriptors improving its per-
formance in complex environments. This increase has 
been backed by the growth of the computational capabili-
ties that are becoming accessible by cloud computing 
services that allow high-performance computations with-
out owning the specialized hardware. 

The point cloud classification tasks can be applied on a 
bunch of problems but as mentioned before, navigation and 
collision avoidance systems shine not only in autonomous 
vehicles but in mobile robotics platforms too. When the deep 
learning methods get to the implementation stage on these 
platforms, there are two main considerations: 

1. Inference time: The real time is required on systems 
that should take decisions on its perception system. 

2. Computation capability. It can be restricted in mo-
bile platforms where real time processing is needed 
(the latency of cloud computing makes it unviable) 
and the power availability. 

Aside from autonomous cars in development by the 
principal technological corporations and some high edu-

cational institutions, there are robotics applications that 
use constringed platforms, as home robotic assistants [26] 
and unmanned aerial vehicles (UAV) [27], which are 
very limited by the considerations above. On these appli-
cations, the methods on the state of the art are restricted 
by the computation capability-latency relationship. Addi-
tionally, those platforms commonly use low-resolution 
LiDAR sensors or RGB-D cameras (D for Depth) that 
could restrict the detected objects resolutions. Then, to 
overcome this limitation the used models should be com-
petent to analyse low-resolution point clouds as in [28], 
but at the same time should be efficient enough to make 
the best use of available resources.  

Motivated by these challenges, we propose an effi-
cient method for 3D low-resolution on-road object classi-
fication optimized to run on mobile platforms. Our ap-
proach takes advantage of the low-resolution point clouds 
to generate constrained descriptor maps keeping a general 
shape description. As architecture, we adopt an end-to-end 
design that consumes directly point clouds as sequence of 
points and gets a transformation with a transformer module 
that encodes the correlations between points. We claim that 
this transformation allows our method to use the encoded 
sequence to get a spatial aware feature matrix suitable for 
compact CNN processing. 

There are three main contributions in this work: 
1. A point cloud transformation using it as a sequence 

into a transformer layer that learns the sequence-to-
sequence transformation in order to generate CNN 
usable data. 

2. A constrained model that is suitable for low compu-
ting capability hardware as single-board computers. 

3. An efficient method that classifies effectively on-
road objects in extremely low-resolution conditions 
(16 points). 

Related work 

Although there are diverse representations of the Li-
DAR data, as mentioned before, our preliminary analysis 
will only include those methods that directly process the 
point cloud, which will save some extra processing while 
change the original format. Those methods have based on 
deep learning architectures that have shown a better gen-
eralization on a wide range of applications. 

A point cloud is usually stored as a matrix where the 
columns are the dimensions (x, y, z) and each row repre-
sent a single point. The points represented in contiguous 
rows are not necessarily the closest in the 3D space. In 
this representation, small changes in a point position can 
send it far from its original row. Some approaches exploit 
3D information by using grouping points methods, but this 
can be computational expensive. Alternative approaches 
have overcome this bottleneck by learning computationally 
cheap transformations using directly point clouds. 

PointNet appeared as a pioneer of raw point cloud 
processing method [5]. It solves the classification and 
segmentation task by proposing an architecture that learns 
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a symmetric point cloud transformation. To achieve this, 
it introduces a T-Net that can generate a point transfor-
mation matrix. The T-Net is a trainable CNN that uses the 
input matrix to generate a features vector that a neural 
network or MLP (Multi-Layer Perceptron) reshapes into 
the matrix elements (fig. 1). The same T-Net approach is 
used later in the model to get a feature transformation 
matrix which turns the transformed point cloud into a fea-
ture tensor. Those features are now spatial arranged in a 
squared matrix that are processed later by a classical 
CNN for final classification [5]. 

 

Fig. 1. Role of T-Net in symmetric point transformation 

This initial work is not as robust as the newest ones 
because this is a global features analysis approach. But 
it establishes a base for subsequent methods like 
PointNet++ [25] which uses the same principle over 
grouped points, retrieving local descriptors and en-
hancing its robustness.  

In the deep learning field, CNN has positioned as the 
standard for spatial correlations analysis. But in recent 
days, a famous natural language processing (NLP) ap-
proach is gaining attention on image processing (previ-
ously monopolized by CNNs). The transformers models 
proposed by google brain and research teams for NLP 
[29] are getting into fields owned by CNN spatial analy-
sis. Now it is possible to use transformers in image analy-
sis [30], and also, some methods start to appear on point 
cloud processing. Although the point cloud analyzed by 
attention-based models was explored successfully earlier 
by Point2Sequence [31], the new transformers approach 
has improved the performance with simpler architectures. 
The best example of this is PCT [32] that uses a point 
embedding layer to encode the point cloud into a higher 
dimensional feature space that is processed by four point-
transformer blocks. 

The task of these blocks is to make a sequence-to-
sequence transformation that encodes de relationships be-

tween sequence positions by an attentional function. This 
function associates each input position with the other, 
done by the multi-head attention block (fig. 2b) which is 
constructed by parallel self-attention layers, schematized 
in fig. 2a., where the Q (Query), K (Key) and V (Value) 
vectors are used to imitate a search engine. The dot prod-
uct of Q and K generates a scoring matrix that encodes 
the relationship of each point with the others. The score 
matrix is processed with the V vector to give attention to 
the relevant values on the sequence. Self-attention pro-
cess is described in (1). 

Attention (Q, K, V) = softmax (QKT / (dk)1/2) × V. (1) 

Multi-head attention block encodes how each position 
in the sequence is related to the others. This encoded po-
sitional representation is enriched with residual connec-
tions and a feed forward layer (fig. 8b) [29]. 

a)   b) 

Add & Norm

Self-attention Layer

M
ulti-head attention blockLinearLinearLinear

K Q

Linear

Concat

 
Fig. 2. Transformer schemes: a) self-attention layer, 

b) multi-head attention block with residual connection 

PCT uses the point embedding layer followed by 
transformer blocks to get four sequential representations 
with attention information. Those are concatenated and 
processed by a linear convolutional layer that conditions 
the features for a classification MLP. In recent years, the 
PCT model was the first attention-based model that got 
excellent results on ModelNet40 benchmark [33] without 
using any convolutional layer [32]. 

Transformer point net details 

In this section, we describe our proposal as follows: 
first, explaining the transformer-based point cloud trans-
formation. Then we present how the sequence to features 
transformation matrix is achieved. Finally, our architec-
ture for point cloud classification is presented, explaining 
how it is conditioned for low-resolution point clouds. 

Order encoding transformation 

As said before, the principal challenge for applying 
deep learning methods on raw point clouds is its disor-
dered nature. To face this, we take advantage of sequence 
correlation encoder capability of the transformer model. 
This is used as follows. First, the rows of the matrix 
where the points are stored are used as a sequence. A po-
sitional encoding should be attached to this sequence 
showing an index base to the transformer. The original 
transformer paper used a sine-cosine representation. But 
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our model learns from the raw point cloud to obtain a 
specific positional encoding for our task. It should be 
considered that our point sequence is not of the same na-
ture as those used by NLP. Both options have identical 
performance on NLP [29]. The positional encode is then 
learned by a feed forward block and bot. Positional en-
code and point cloud are used as inputs of a single trans-
former block. The transformer block sequence output en-
codes the input as a representation of the point cloud that 
contains point association information.  

Sequence to features matrix transformation 

As our work is focused on low-resolution point 
clouds, it is decided to adopt the first PointNet approach 
to generate general features instead of localized ones [5]. 
It is also used the transformation matrix approach from 
the same model. In our approximation, the T-Net (fig. 1) 
is used to learn a transformation matrix that turns the se-
quence into a spatial coherent feature tensor suitable for 
CNN processing. 

Low resolution point cloud classification architecture 

There are a couple of considerations to consider to ar-
chitecture conditioning for low-resolution point cloud 
classification (as low as 16 points). The architecture con-
figuration will differ from high-resolution 3D objects 
classification in a couple of points. First, there are some 
techniques of continuous subsampling or local feature ex-
traction to get compact localized feature maps. Most of 
the actual methods use these techniques, but these are 
oversized for low-resolution objects. Thus, the high di-
mensional features that can be useful in describing high-
resolution point clouds could be redundant and reducing 
it could potentially improve latency without penalizing 
the model performance. Finally, after proving that the 
performance of PointNet and PCT models are not pun-
ished by its dimensional reduction (experiments showed 
in the next section), the most simplistic possible configu-
ration is proposed using the transformer-based point 
cloud transformation, and the sequence to features trans-
formation blocks followed by a CNN and ending in a 
multi-layer perceptron (Fig. 3) 

Experiments 

In this section, we conducted a series of experiments 
that compare different architectures performance and val-
idate the effectiveness of our proposal. 

Dataset conditioning 

As the model is designed as a tool for mobile plat-
forms that takes real-world images with LiDAR like sen-
sors, the typical benchmarks for 3D objects classification 
as ModelNet40 [33] are not an appropriate data source. 
The best source of the desired data is the autonomous ve-
hicles datasets since most of these have LiDAR sensors 
that naturally capture distant objects as low-resolution 
point clouds. 

 
Fig. 3. Low-resolution point cloud classification scheme 

Nowadays, there are enough LiDAR data available 
due to open datasets like Waymo [34], Lyft’s level5 [35] 
and KITTI [36], which have been acquired by autono-
mous vehicles in development. These have been used on 
prediction and detection tasks, so these have labels that 
allow knowing the position and the spatial bounding box. 
So, it is possible to retrieve every point cloud that repre-
sents a single object in the scene. Each dataset has its 
own class types, but some could not be used because it 
could lead to a highly class imbalance. So, the classes 
used across the three datasets were vehicles, pedestrians, 
traffic signs and cyclists, which are the classes on the 
larger dataset (Waymo). As for the other two datasets, 
those include additional classes as sitting pedestrians, bicy-
cles (without driver), miscellaneous objects like trash con-
tainers, and specific vehicles like vans or trucks. Those 
classes have low representation across the datasets, which 
will induce poor performance in a model where those clas-
ses are classified. If it is required, should be done an ex-
haustive labelling process to ensure good performance in a 
wider number of classes, but this is out of our scope. 

The three datasets are composed of sequences of cap-
tures on-road environments, so randomly taken examples 
could lead to a non-objective evaluation due to most of 
the objects are almost identical in two consecutive cap-
tures. Then, some strategic sequences are selected in or-
der to have enough quantity of each class for evaluation. 
This result in an unusual initial training-testing rate which 
is different for each class (due to class imbalance), but it 
ensures an objective model evaluation. 

As the model focuses on low resolution, the objects 
with the least number of points were chosen (minimum 
16 points). Those represent objects captured at a consid-
erable distance (max 76 m for traffic signs, 88 m for pe-
destrians and 100m for vehicles and cyclists). The cy-
clists is the class with the least number of elements on the 
chosen ones across the datasets. To increase the number 
to almost 100,000 training examples, a simple x – y axis 
swap was made. To get class balance, was randomly tak-
en the same number of training examples from the other 
object classes. Finally, the training dataset is composed of 
390,000 training examples, equitably divided into four 
classes. The same procedure was done over the validation 
dataset to reach the 24,000 examples fixing the training-
testing rate (training 94 % – testing 6 %). 
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As deep learning models need a specific number of 
points to be trained, the 390,000 examples were subsam-
pled in a structured way to 16 points. Our approach con-
serves points distributed on the extension of the object in 
a cheaper computationally scheme compared with the k-
nearest neighborhood [37] based ones. 

Models and configuration evaluations 

To show the pertinence of our approach, we present 
an evaluation of the two reference models based on their 
sequence length and feature depth. The evaluation is 
made by analyzing the tradeoff between performance (ac-
curacy) and computational complexity. Although there 
are many considerations in computation complexity for 
deep learning models, number of parameters (params) 
and FLOPs (number of floating points operations) are 
used because they could give a sufficient idea of compu-
tation needs. It is possible to choose the mobile device as 
Jetson platforms by knowing FLOPs and the number of 
parameters of a model [38]. 

The following tables, it is present the evaluation of 
the PCT [32] and PointNet [5] models. Given the small 
number of points, each model is trained until a clear sta-
bilization tendency was observed. 

Table 1 shows the configuration analysis of the PCT 
model for on-road 3D object classification after training it 
over the dataset defined in the previous subsection. Its 
columns show the results with model depth variation as 
transformer block number. The rows show the evaluation 
of the model with the reductions that follows:  

1. In the first row the evaluation is made over the 
model only with transformers depth modification. 

2. In the second row, the MLP was reduced to 2 layers.  
3. In the third row, the model is reduced in the length 

features produced by the linear convolutional layer.  
4. In the final row, the reduction is applied in the length 

of the sequence generated by the transformer blocks.  
5. All the reductions were applied on the previous 

ones. 

Tab. 1. PCT model configuration evaluations 

Model 
reductions 

Metrics 
Transformer blocks 
4 3 2 

Original 
Acc. (%) 83.18 84.85 87.84 

FLOPs (M) 241.55 193.61 145.68 
Params (M) 1.4 1.29 1.17 

Smaller 
MLP 

Acc. (%) 83.05 85.02 87.58 
FLOPs (M) 241.28 193.35 145.42 
Params (M) 1.28 1.16 1.04 

Smaller 
features 

Acc. (%) 82.42 84.63 86.41 
FLOPs (M) 229.84 184.04 138.23 
Params (M) 0.81 0.69 0.58 

Sequence 
reduction 

Acc. (%) 81.67 84.31 86.6 
FLOPs (M) 71.63 57.38 43.14 
Params (M) 0.35 0.31 0.28 

Tab. 1 summarizes the results in all the configurations 
combinations explained before, where one of the most 
computational expensive configurations of PCT get the 

better results (cell in bold numbers). But the advantage of 
this configuration is only 1.24 % compared with the light-
er one, which gives the results highlighted in the shaded 
cell. It is almost 3.4 times lighter in FLOPs and with 4.2 
times fewer parameters. That small accuracy drop seems to 
be rational on the trade performance-computation cost. An-
other interesting fact is observed in the most expensive con-
figuration (first row, first column), which is not getting the 
best results. This shows that deeper architectures are not the 
best election to analyze low-resolution point clouds. 

Tab. 2 presents a similar analysis for PointNet archi-
tecture. Table columns define depth of generated features 
in the convolutional layers. In the first column, the model 
is analyzed without changes, but this is reduced in the fol-
lowing ones. In rows, some model reductions are evaluat-
ed following the rows analysis in tab. 1, except by the last 
row where a T-Net reduction is applied. 

Tab. 2. PointNet model configuration evaluations 

Model 
reduction 

Metrics 
Feature depth 

64 48 32 

Original 
Acc. (%) 88.63 88.71 87.74 

FLOPs (M) 371.75 271.5 182.81 
Params (M) 36.51 30.14 24.3 

Smaller 
MLP 

Acc. (%) 86.9 87 87.58 
FLOPs (M) 116.67 73.11 41.1 
Params (M) 11.12 7.94 5.3 

Smaller 
CNN 

Acc. (%) 88.11 88.82 87.7 
FLOPs (M) 36.06 26.41 19.14 
Params (M) 4.78 3.79 2.93 

Smaller 
T-Net 

Acc. (%) 86.95 86.6 86.26 
FLOPs (M) 25.03 15.39 8.11 
Params (M) 3.26 2.27 1.41 

In tab. 2 it is noticeable that the best performance 
(highlighted in bold numbers) is not achieved by the 
deepest configuration. Then it is proved that low-
resolution point clouds can be effectively classified by 
constrained models, even with better results. This time, 
the accuracy of the original configuration (shaded cell) is 
improved by 0.19 % in a model with 14 times fewer 
FLOPs and 9.6 times fewer parameters. 

The comparison of results in tab. 1 and 2 proves that 
there is not a significant loss in performance when the classi-
fication methods for extremely low-resolution point clouds 
get smaller. Even more, it could be possible to improve the 
performance with simpler architectures for this task. This in-
formation gives relevance to the proposed model, which is 
presented in terms of low computational needs. 

Proposal evaluation 

Our proposal is evaluated as follows: First, we do a 
general evaluation of the testing data in all the datasets. 
Then, the results are presented for each one. Finally, we 
perform a distance robustness analysis.  

We configured our model (fig. 3) based on the results 
presented in tab. 1 and 2. Based on those, the hyperpa-
rameters for the model were determined by changing the 
following parameters: 
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1. Increasing the transformers blocks (1-4). 
2. Increasing the Convolutional layers (2-5). 
3. Increasing the features depth in each CNN layer 

(starting from the half of the initial model and scal-
ing by 2 in 4 steps). 

4. Alternating the Cost function between Categorical 
Cross Entropy and MSE 

5. And using the Adam Optimizer by increasing its 
learning rate from 0.000001 to 0.01 in powers of 10. 

This optimization in 5 dimensions is performed by ex-
haustive search giving the best performance on the model 
with two transformer and convolutional layers, the second 
scaling of feature depth, a cross-entropy cost function and a 
learning rate of 0.0001 in an Adam optimizer.  

Once defined final shape of the model, it is ready for 
a training process. But before this, it is performed a cou-
ple of tests that will set a baseline of performance on 
denser point clouds. With 128 points resolution, is en-
sured enough information to describe an object shape 
without restricting the acquisition distance to a couple 
tens of meters and are far from extreme low resolution. 
The first test was done with the original configuration of 
PCT, where the accuracy achieved 93.63 %. Secondly, 
the original model of PointNet gets 93.47 % accuracy on 
the same dataset. On the other hand, the evaluation of our 
model shows an accuracy of 90.43 % under these condi-
tions. But that reduction is expected because our model 
was designed for 16 points resolution.  

As a result of this training (fig. 4), there we get 
89.74 % in accuracy, improving the best results obtained 
in PoinNet and PCT for 16 points resolution dataset. 
Tab. 3 present the comparison of the three models results 
and characteristics.  

Tab. 3. Model comparison 

Model 
FLOPs 

(M) 
Params 

(K) 
Accuracy 

(%) 
PCT 145.68 1170 87.84 

PointNet 26.41 3790 88.82 
Ours 3.03 69.4 89.74 

Those results are achieved by training and testing 
the architectures on the same computing system, over 
the same dataset described before. On this comparison, 
the improvement of our proposal is clear, enhancing 
the accuracy by 0.88 % with an architecture over-
whelmingly compact.  

In fig. 4 it is presented the training loss, the train-
ing and testing accuracy, and the learning rate decay 
are observables. It is noticeable that the training pro-
cess was performed in a single session starting from 
scratch. Although some sections of the architecture 
were based on existing models, there is not possible to 
use transfer learning as the number of layers and fea-
ture depths are different. 

On the other hand, comparing the model performance 
with PCT and PointNet results on the 128 points resolu-
tion, our model accuracy drop 3.89 %. This result can be 

explained by the lack of information on 16 points. Even 
under those conditions, the accuracy penalization is not as 
relevant as can be expected. 

 
Fig. 4. Training process plot. On the left axes are presented 

training loss, training and testing accuracy. On the right axes 
is shown the optimizer learning rate 

Our results allow making inference of a single point 
cloud in 45.4 ms using a single-core CPU at 2.3 Ghz. 
With that latency, it is suitable for most mobile compu-
ting platforms as Jetson (Nvidia) or even Raspberry (us-
ing multicore processing). 

Besides the computational efficiency, it is relevant to 
the classification performance, which should be observed 
with full attention because although the accuracy metric 
is enough for comparison, it is not showing many details 
about the model performance. In order to give a better 
picture of the model performance we used the F1 score 
metric that take into account other aspects of the model 
performance (precision and recall) [39]. This metric al-
lows to take all objects in the sequences selected for 
evaluation (unbalanced dataset), and to evaluate the per-
formance of the proposal on each class. Tab. 4 summarize 
the performance (using the F1 score) of the model speci-
fied by class (columns) across each dataset (rows). 

Tab. 4. F1 model score by class and dataset 

Dataset 
Car 
(%) 

Pedestri-
an (%) 

Trafic 
sign 
(%) 

Cyclist 
(%) 

Average 
(%) 

Kitti 99.72 89.77 N/A 80.56 90.02 

Lift 99.86 86.30 N/A 84.49 90.22 

Waimo 98.47 92.47 96.79 44.47 83.05 

All 98.84 92.25 96.78 53.61 85.37 

This analysis shows that our method is highly effi-
cient in the classification task over most classes, except 
on cyclists. But it is especially notable on the Waymo da-
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taset, where the F1 score is under 50 %. On that dataset, 
two factors can contribute to this result. First, the cyclist 
is highly scarce compared with the other classes. Second, 
as the dataset is noticeably larger than the others, it con-
tains many poses or representation which are not present 
in Kitti or Lyft level5 datasets. Those representations can 
be classified as cyclists class that does not affect accuracy 
significantly but is highly relevant on the F1 score. 

The last column of tab. 4 is calculated as an average 
of the F1 score across classes without using weighted es-
timation. With an overall weighted F1 average score of 
95.75 %, but this value is biased by the high number of 
non-cyclists objects. 

The last analysis of the model is his ability to classify 
objects captured by LiDAR sensors at high distances. On 
the dataset construction, there was stored the capture dis-
tance among each object. That magnitude was calculated 
using the Euclidean distance over the (x, y) plane. Those 
distances were grouped by 20 meters intervals and ana-
lyzed by class type. Tab. 5 consolidate the classification 
accuracy for each class on five distance intervals.  

Tab. 5. Model accuracies by capture distance 

Distance 
Car 
(%) 

Pedestrian 
(%) 

Traffic 
Sign 
(%) 

Cyclist 
(%) 

(0, 20] 90.02 91.76 96.65 80.88 
(20, 40] 94.37 91.17 95.45 72.81 
(40, 60] 98.93 92.60 95.47 69.57 
(60, 80] 99.49 91.37 93.74 62.02 
(80, 100] 99.82 0.00 N/A 100.00 

The accuracies on Table 5 shows a consistency on pe-
destrian and car classes. A small decreasing is observed 
on traffic signs class, but the cyclist class shows a high 
influence of distance in its classification. The continues 
decreasing of cyclists classification performance shows 
that the distance should be added to the factors affecting 
the F1 score presented on tab. 4. 

Conclusions 

In this work, we proposed an extremely low-
resolution 3D object classification method for on-road el-
ements, which is suitable for real-time performance on 
portable computation platforms. We evaluated the ratio 
between performance and computation cost for two well-
known state-of-the-art approaches for justifying and 
comparing the performance of our method. Our proposal 
took advantage of the transformer proficiency for sequen-
tial elements association, and we used it as a point cloud 
transformation approach to obtain a sequence that encode 
the position of points and the relation between them. The 
sequential representation is exploited with the PointNet 
alike tools obtaining impressive results. The Experiments 
over three datasets have proved the effectiveness for 3D 
on-road objects classification defined in 16 points. Those 
point clouds were processed in our model, at least 8.7 
times smaller in FLOPs than the state-of-the-art methods 

on point cloud object classification. This architecture has 
an initial potential application in low-end mobile robot-
ics, and we think it can be scalable to more demanding 
applications. Future work will investigate how could this 
approach be helpful in more complex tasks as the seg-
mentation of point cloud scenes or object detection. Also 
focused on the computational complexity optimization. 
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