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Abstract 

The purpose of this work is to design a system for microscopic bacterial images classification that 
can be generalized to new data. In the course of work, a dataset containing 23 bacterial species was 
collected. We use a strain-wise method for dividing the dataset into training and test sets. Such split-
ting (in contrast to random division) allows evaluating the performance of classifiers on new strains 
in the case of intra-species visual variability of bacteria. We propose a “Multi-headed” ResNet (Res-
Net-MH) for the analysis of microscopic images of bacterial colonies. This approach forces the neu-
ral network to analyze features of different resolutions, such as the shape of individual bacterial cells 
and the shape and number of bacterial clusters during training. Our network achieves the 41.6 % ac-
curacy species-wise and 64.06 % accuracy genera-wise. The proposed method of dataset splitting 
guarantees generalization to new unseen strains, whereas random splitting into training and test sets 
leads to overfitting of the system (accuracy is over 90 %). For the 10 visually strain-wise stable spe-
cies, the accuracy of the proposed system reaches 83.6 % species-wise. 
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multi-head model, microscopic images. 
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Introduction 

Bacterial genera and species recognition is essential 
for medicine, veterinary science, biochemistry, food in-
dustry and agriculture. Some bacteria species are the 
main cause of various diseases, so the accurate and rapid 
bacteria identification plays an important role in diagnos-
ing and prescribing appropriate therapy. 

Microbiologists specify the bacterial biochemical and 
morphological features for bacteria genera and species 
identification. For example, the appearance of colonies 
and microscopy of preparations (slides) from a pure cul-
ture of grown bacteria allow to estimate to which large 
taxon microorganism belongs. The bacteria then are to be 
identified by, for example, biochemical testing. This task 
requires an expert assessment by microbiologists with 
relevant expertise and experience, as well as special 
equipment, growth media and reagents and a strict com-
pliance with cultivation procedures. 

The purpose of this study is to develop a method of 
automatic bacterial species classification based on micro-
scopic images of their colonies. 

The contribution of the authors of this work is three-
fold. Firstly, a new dataset of microscopic images of bac-
terial colonies was collected. Secondly, we have devel-
oped a neural network classifier and a data preprocessing 
method to recognize bacterial species. Thirdly, we show 
that bacterial strains have strong variability within one 
species, so it is required to form a test set correctly. The 
conducted experiments show that modern machine 
learning methods allow generalizing data beyond the 
strains contained in the training set even with limited 
data available, and the proposed neural network training 
method reduces the effect of overfitting and thereby im-
proves the accuracy of the system. However, the dataset 
splitting, which takes into account the visual variability 
of strains within the genera, reduces the recognition ac-
curacy, but increases the ability of the system to gener-
alize on new data. 

A main feature of the proposed neural network archi-
tecture is the multi-headed training, which forces to form 
features to analyze the microstructure (the shape of bacte-
rial cells) and the macrostructure of the image (the shape 
and number of colonies). 
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1. Related works 

Various means and methods are used in microbiolo-
gy to study microorganisms, in particular bacteria. The 
tasks are to detect and identify bacterial cells, determine 
their properties, morphology, describe life cycle etc. 
The main methods are spectrometry and image analysis. 
The first group of methods includes, for example, analy-
sis of mass spectrometry data as demonstrated in [1] or 
Raman spectrometry data in [2]. Methods of the second 
group fall into one of two categories: analysis of micro-
scopic images of bacterial colonies and analysis of im-
ages of macroscopic studies (hereinafter referred to as 
macroscopic images). 

The examples of works that process macroscopic im-
ages are [3 – 6]. The main tasks in this case are the detec-
tion of bacterial colonies as in [6], determination of the 
morphological properties of colonies like in [4, 6], track-
ing colonies growth and motility in time as in [5, 6].  

The paper [7] contributes to the microscopic bacterial 
image classification via texture analysis. The authors 
conclude that important species-specific information is 
contained not only in the shape of individual bacteria, but 
also in in the shape of the colonies and their density. Dig-
ital Images of Bacteria Species (DIBaS) dataset [8] col-
lected for experiments contains 660 images for 33 bacte-
rial species of 20 different genera; slides were prepared 
using Gram staining technique.  

DIBaS dataset was a source for developing several 
bacteria recognition methods: Support Vector Machine 
(SVM) based as in [7], the histogram equalization and 
bag-of-words feature extraction as in [9], a modification 
of the VGG-16 model as in [10]. In [11] authors aug-
mented the DIBaS dataset and designed a compact classi-
fication model of 10 species with accuracy of more than 
96 %. Despite high reported accuracies of the classifiers, 
we admit that DIBaS does not contain information on 
bacterial strains. As we show, ignoring this information 
does not allow proper estimation of the strain-wise gener-
alization abilities (at least for non-prepared bacteria). 

Images of Gram-stained bacterial colonies of three dif-
ferent species are also analyzed in [12]. 

A number of publications are focused on recorded 
live images and time-lapse videos of bacteria [13 – 22]. 
The paper [13] implements a method to count bacterial 
cells in the image fragment by means of classification. 
The works [15, 17 – 19, 21] are focused on the analysis of 
the microcolonies growth dynamics, which also involves 
counting the bacterial cells. For example, in [17] and [19] 
neural network methods for bacterial cells segmentation 
and subsequent estimation of their number are imple-
mented. In [18], classical computer vision methods (such 
as Contrast-limited adaptive histogram equalization 
(CLAHE) and the Otsu’s method) are used to segment 
bacterial colonies and determine their characteristics. In 
[21], ImageProPlus medical image tool estimates the het-
erogeneity in the growth behavior of single cells. The 

work [15] examines the applicability of neural networks 
for various tasks of bright-field and fluorescent images 
processing, including bacterial cell segmentation and ob-
ject detection. For segmentation purposes they apply U-
Net as demonstrated in [23], Content-Aware image Res-
toration (CARE) [24], pix2pix [25], StarDist [26], 
SplineDist [27]. The object detection methods allow dis-
tinguishing growth stages: the YOLOv2 (You Only Look 
Once) network [28] is used to discriminate between rod-
shaped cells, dividing cells, and microcolonies. The Py-
thon package from [16] suits for purposes of bacterial 
fluorescence microscopy data and offers several visuali-
zation methods. 

The paper [14] suggests classification methods to rec-
ognize 5 bacterial species of 5 different genera. The au-
thors compare Long Short-Term Memory (LSTM) as in 
[29], Residual Neural Network (ResNet-18) as in [22] 
and One-dimensional Convolutional Neural Network 
(1D-CNN), which achieve recognition accuracy of 
92.2 %, 93.8 % and 96.2 % respectively. It should be not-
ed that the cells do not form bacterial clusters (microcol-
onies) in the analyzed images, but are located at a dis-
tance from each other. 

The classification of bacteria is also the subject of 
[20]. However, in this case, the images are differentiated 
into four classes depending on the cell wall constituents 
and shape. The authors omitted many morphotypes from 
consideration due to lack of data. The convolutional neu-
ral network developed by the authors achieves 94.9 % ac-
curacy for such classification. 

Methodology used in a particular laboratory specifies 
different parameters to capture bacterial colonies: dura-
tion of the cultivation process, scale of the images, etc. 
These parameters should be taken into account and re-
searchers should be able to cultivate and sample microor-
ganisms appropriately in case of using off-the-shelf solu-
tions. At the same time, dataset gathered from various 
online sources (for example, [30]) may contain heteroge-
neous data, various elements of which were collected un-
der certain specific conditions. In this case, it is important 
to consider that bacterial species represented by only one 
preparing and recording method will require researchers 
to follow a similar data preparation process, which is not 
possible in case of examining samples of a class un-
known in advance. 

Note that in the considered papers [7, 14, 20], classi-
fiers are tested on randomly selected (in terms of strains) 
from the dataset’s examples. This approach makes it pos-
sible to achieve high classification results, but does not 
take into account the intraspecies variability of bacterial 
strains, in case samples of the same strain reach both the 
training and test sets. This can significantly affect the 
recognition accuracy of images obtained from new cul-
tures. In our research we take into account the intraspe-
cies visual variability of bacterial clusters depending on 
the bacterial strain. 



https://www.computeroptics.ru journal@computeroptics.ru 

774 Computer Optics, 2024, Vol. 48(5)   DOI: 10.18287/2412-6179-CO-1464 

2. Material and methods 
2.1. Dataset of bacterial colonies microscopic images 

The microbiological part of this study was carried 
out in the Laboratory of Medical Bacteriology of the 
Saint-Petersburg Pasteur Institute and consisted of the 
following: 

1.All bacterial strains were studied and identified us-
ing standard methods: study of colony morphology, 
microscopy of stained preparations from grown mi-
croorganisms, biochemical identification using bio-
chemical testing kits: MIKROLATEST® test kits 
for bacteria identification (ERBA LACHEMA), Mi-
crobact (BioVitrum) kit for biochemical identifica-
tion, API® strips (BioMerieux). All obtained iso-
lates were additionally identified using the mass 
spectrometry technique on a MicroflexTM LT 
MALDI-TOF mass spectrometer (Bruker Daltonics, 
Germany) using the Flex Control program (the de-
vice was operated in a linear positive mode with the 
necessary parameters described in the instructions 
for the device). 

2.Strains of identified bacteria were grown for 3 hours 
on meat-peptone agar with the addition of 10 % bo-
vine serum at a temperature of +37°C, the density of 
the bacterial mass during inoculation was 1•106 
CFU/ml (CFU – colony-forming units). 

3.Grown microcolonies registration was carried out 
using an Axio Scope A1 microscope (manufactured 
by Zeiss) with magnification up to 400x and an Ax-
ioCamHRc Rev3 professional stationary digital 
camera using a special N-achroplan objective to 
work with a three-dimensional image. In this case, 
the identificator of each microorganism strain was 
registered. For every strain several images without 
overlapping field of view were captured. 

This technique suits prompt diagnosis, as the growth 
time is low enough to observe the bacterial colonies and 
the common equipment is used in [30]. 

We collected 4618 microscopic images of 23 bacterial 
species of 11 different genera. Each species is represented 
by at least two different strains. Strain is a culture within 
a biological species, having special physiological and bi-
ochemical characteristics. By default, one assumes that 
different patients possess different strains of bacteria, 
which may belong to the same species. Therefore, gener-
alization over different strains has the great importance in 
practical applications. We consider task of recognition of 
23 image classes related to 23 bacteria species. 

The images contained in the dataset are colored JPG 
format images with a 1388×1040 resolution. It should be 
noted that the color of the images depends on settings of 
the camera, lighting and the nutrient medium for the mi-
croorganisms and therefore does not indicate bacterial 
species or genera. Detailed description of the dataset, 
such as number of strains and images for each species, is 
presented in Tab. 1. 

The microorganisms presented in the dataset are of dif-
ferent morphotypes (rods and cocci) and different types of 
colony structure, which characterize the bacterial species.  

Tab. 1. Dataset description 

№g Genera №s Species 
Number 
of strains 

Number 
of images 

1 Acinetobacter 

1 baumannii 2 127 
2 pittii 3 122 
3 seifertii 2 41 
4 ursingii 2 50 

2 Candida 5 albicans 2 130 

3 Citrobacter 
6 braakii 2 40 
7 freundii 2 50 

4 Enterobacter 8 cloacae 7 399 

5 Enterococcus 
9 faecalis 9 375 
10 faecium 7 241 

6 Escherichia 11 coli 8 476 

7 Klebsiella 
12 aerogenes 2 61 
13 pneumoniae 6 337 
14 variicola 2 33 

8 Proteus 15 mirabilis 5 276 
9 Pseudomonas 16 aeruginosa 10 365 

10 Staphylococcus 

17 aureus 8 320 
18 epidermidis 5 249 
19 haemolyticus 2 199 
20 hominis 2 213 

11 Streptococcus 
21 agalactiae 9 315 
22 anginosus 2 110 
23 pneumoniae 3 89 

Dataset splitting. The dataset splitting was carried out 
strain-wise. Thus, for each of the species, all examples of a 
strain go either into the training set or into the test set. 
Since each strain is unique and may have different proper-
ties, such splitting technique allows to obtain a more relia-
ble estimate on new strains, in contrast to random image 
splitting of the entire dataset into training and test sets. At 
the same time, we divided training set into training and val-
idation ones randomly, regardless of the strain. 

Visual variability of strains within many bacterial spe-
cies includes different number of clusters of cells, differ-
ences in shape and size to the same time of taking images. 
Example of visually varying strains of the same species is 
shown in Fig. 1a. The problem of variability within a spe-
cies depending on a strain is also noted in [4, 6]. 

As seen from Fig. 1a, the variability of strains is so 
high in some cases that it makes it impossible to recog-
nize another strain only from a single strain sample in the 
train set. However, we show that many bacterial species 
have less variability and can be successfully classified. 
For example, Fig. 1b presents example of class for which 
the visual features of strains are stable. 

We use a hold-out cross-validation for dataset divi-
sion for further experiments. A small number of strains in 
the database leads to the fact that the test set contains on-
ly one strain, which, in turn, leads to a relatively low con-
fidence in estimates, but allows maintaining the experi-
ment's repeatability. This is important for model devel-
opment, since different neural network weight initializa-
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tion also affects the resulting recognition accuracy. We 
don’t use k-fold cross validation due to the limited com-
putational resources, as well as due to the fact that differ-
ent classes are represented by different numbers of strains 
(which leads to multiple possible partitions). 

a)  

b)  
Fig. 1. Examples of images contained in dataset: (a) 

Enterococcus faecalis strains (visually variable); (b) Klebsiella 
aerogenes strains (visually stable) 

For each class, the test set consists of one strain. As a 
result of the described dataset division, the number of im-
ages in the training set varies in the range from 20 to 407 
(average – 172), in the test set – in the range from 8 to 99 
(average – 29). 

Dataset augmentation. The classes presented in the 
dataset are unbalanced in the number of images. In par-
ticular, the prior probability of the bacterial species var-
ies, which leads to the fact that some classes are much 
more common than others. To avoid usage of class bal-
ance techniques during training we applied the following 
image augmentation methods (up to 400 images per 
class): rotation by 0 to 360 degrees, vertical or horizontal 
flip, vertical or horizontal shift by up to 10 %. 

All the described transformations do not corrupt the 
features that characterize certain bacterial classes. 

Moreover, on-the-fly augmentation was additionally 
applied during the training phase. It includes color trans-
formations of the training set images. We find out that 
additional geometric augmentation on-the-fly doesn’t im-
prove generalization abilities on the test set. 

In case of the strain-wise dataset splitting, the test set is 
also unbalanced in terms of the number of images. It can 
lead to the incorrect interpretation of the classifier accuracy 
on the test set. Hence, a class-wise recognition accuracy is 
also considered for models that achieve the best results. 

2.2. ResNet-MH: forced analysis  
of different hierarchical features in the ResNet 

Some species strains contain a large number of colo-
nies over the entire image area, others have very few of 
them. This can lead to the overfitting: neural network will 
use the number of colonies as a key factor in the process 
of weight adjustment, ignoring meaningful aspects. 

More than that, an important feature that distinguishes 
bacterial species is not only the shape of the colony, but 
also the shape of the individual microorganism within the 
colony (Fig. 1). 

For the simultaneous analysis of both the shape of 
colonies and individual microorganism, and even the mu-
tual position of individual colonies, one can design a sys-
tem that finds the most informative region of image, and 
then classifies it using a model that is trained on small 
fragments. 

Such approach has a number of drawbacks including 
independent tuning of the mutually related modules (de-
tection and classification) as demonstrated in [31]. 

For end-to-end detection and segmentation algorithms 
additional labeling is required, which in turn requires the 
involvement of experts, as such labeling is not obvious in 
some cases. 

As alternative, we propose a ResNet-18 modification 
that provides simultaneous feature learning on different 
resolutions. In this section, we describe the designed so-
lution, and in the section 4 we present the results of ex-
periments and discus the modifications made. The struc-
ture of the proposed multi-headed ResNet (ResNet-MH) 
architecture is shown in Fig. 2. 

  
Fig. 2. Scheme of the ResNet-MH architecture, where y1 is the 

main output and y2 is the additional output of the network 
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It is different from classic ResNet in two aspects: it 
has additional outputs with additional dropout layers. 

The purpose of all outputs yi is to predict the true la-
bel. In [32] similar additional classifiers allowed training 
deeper networks without residual blocks (Res-blocks). In 
this work, we have a different motivation: as soon as re-
ceptive field of neurons in the column is restricted, the 
additional output forces the network to analyze the imag-
es at a lower resolution, without the possibility of gener-
alizing the data from the entire image. Thus, not the en-
tire image is processed at the additional output, but a 
smaller fragment. 

The receptive field of a neuron in a random column can 
contain an empty background without any colony. For the 
correct classification of a fragment, it is necessary to rely 
on a neuron that “observes” exactly the colony and gives 
the maximum response to it. For this purpose, a modified 
operation of maximum pooling is applied – maximum el-
ement column pooling. The Equations 1 and 2 describe 
maximum element column pooling (denoted as “MECP”): 

 , , , ,, , argmax X ,i j k i j kr c d   (1)  

  ,MECP X : ,r cX X  (2) 

where r, c and d are indexes of the row, column and 
depth respectively of the input tensor X. 

It is assumed that the maximum response occurs in 
the informative region. We investigated other ways to de-
termine the informative region, but they appeared to be 
less effective (we discuss it in the section 4). 

The training of the developed neural network was car-
ried out by optimizing the loss function L: 

3

4

1

,i i

i

L L L


    (3) 

where Li is the cross-entropy loss produced after i-th Res-
block, λi is hyperparameter. 

First output produces the final prediction, as it anal-
yses all the information, while the other outputs improve 
the features on which the main classifier relies. 

It was experimentally concluded that for the given da-
taset the architecture shown in Fig. 2 (the second output 
is added after the third Res-block) achieves the best re-
sults. In our experiments the best result was obtained with 
two-headed ResNet (λ1

 = λ2
 = 0, λ3

 = 0.3). 
Dropout layers before the fully connected layers stabi-

lize training. The results of these experiments are de-
scribed in the next section. 

The proposed modifications are not specific to ResNet 
architectures and can be applied in a similar way to al-
most any convolutional neural network. 

Noteworthy, while the multi-headed approach is a 
common feature in ensemble learning for tasks such as 
distillation [33] or domain generalization [34], where 
backbone-network performs feature extraction and the 
heads recognize the domain's specificity, our approach 

varies. In these conventional scenarios, introducing addi-
tional heads is a general methodology. In contrast, we add 
heads due to the homogenous images’ microstructure of 
our domain [35] and small training set. In our approach, it 
is essential to attach extra heads to features corresponding 
to smaller receptive fields, while conventionaly all the 
heads are fed with the features of the same levels. 

3. Experimental results 

For the experiments wherever otherwise stated, we 
used the following training hyperparameters: 
the model is pretrained on the ImageNet dataset [36]; 
number of epochs – 30; 
input image size – 1024×1024 pixels; 
color mode of the input image – grayscale; 
batch size – 23; 
optimization algorithm – Adaptive Moment Estima-

tion as in [37]; 
learning rate – 1e-4; 
weight decay – 1e-5. 

We repeat every experiment with different weight initial-
ization from 3 to 8 times to obtain statistically valid results. 

We control accuracy on the test set after each epoch 
during the training process and report three metrics for 
comparative analysis: 

1. mean maximum accuracy (MMA) for the test set (for 
each run selecting best epoch and average across runs); 

2.maximum accuracy on the test set for all training 
epochs and all runs; 

3.average Top-1 accuracy for training, validation and 
test sets (averaging across runs and epochs from the 
epoch when the training accuracy plateaus). 
The training process was performed on NVIDIA TITAN 

X (Pascal) and NVIDIA GeForce GTX 1080 GPUs. 
We conducted a series of experiments aimed at de-

termining the most suitable classifier architecture and 
some data parameters for solving our task. First, we se-
lected the classifier architecture from the following ones: 
MobileNetV2 as in [38], ResNet-18 and ResNet-50 [22], 
EfficientNet-B7 [39]. Secondly, we evaluated color mode 
and image resolution effect on classification accuracy. As 
a result of the examination, our further work is carried out 
with the ResNet-18 model, which processes grayscale 
images with a resolution of 1024×1024 pixels. The exper-
iments are described in more detail in Appendix A. 

3.1. Multi-headed ResNet 

We studied the following important aspects of the de-
signed ResNet-MH architecture: the method for finding 
the most informative region, hyperparameter vector λ.  

Dropout. In the course of the described above exper-
iments we noticed that the model converges at the early 
training epochs. It was suggested that adding dropout lay-
er before the fully connected layer can slow down the 
training and reduce overfitting as demonstrated [40]. A 
similar modification is used, for example, in [41], where 
the authors also built a classifier for microscopic studies. 
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We observed better training dynamics in ResNet-18 with 
dropout compared to original version, and MMA slightly 
increased (by 0.2 %). 

Loss configuration. We studied opportunity to use 
additional heads after 2nd and 3rd Res-blocks (we con-
sidered that receptive field after the 1st block is too small 
and therefore assumed λ1

 = 0 in Equation 3 of the loss 
function). The receptive field of a neuron is smaller in the 
former case (99 × 99 vs 355 × 355), and thus cannot con-
tain more than one colony (i.e., excessive information). 
However, the modification with the additional output set 
up after the third Res-block reaches a better classification 
accuracy (Tab. 2). 

Tab. 2. Classification accuracy by resnet-18 and its 
modifications 

Model Pretraining 
dataset 

Acc. 
(test), % 

MMA 
(test), % 

Max.acc. 
(test), % 

ResNet-18 ImageNet 34.47 36.9 41.2 
ResNet-18 CytoImageNet 30.56 31.92 33.39 

ResNet-18 with 
dropout ImageNet 35.4 37.1 38.6 

ResNet-MH 
(λ1

 = λ3
 = 0, 

λ2
 = 0.3) 

ImageNet 34.99 37.46 39.4 

ResNet-
MH(λ1

 = λ2
 = 0, 

λ3
 = 0.3) 

ImageNet 36.4 38.4 41.6 

The developed ResNet-MH outperforms the best con-
sidered model – ResNet-18 with dropout. The results of 
training the ResNet-18 and its modifications are shown in 
Tab. 2; the values are averaged over the results of at least 
8 training runs for each of the models. 

Weights transfer. We considered the effect of trans-
fer learning. All the models described earlier were pre-
trained on the ImageNet dataset. We tried to substitute 
ImageNet with dataset of microscopic images Cy-
toImageNetas in [42] that contains 1000 images for each 
of 894 classes. The results of ResNet-18 model pretrained 
on this dataset is shown in Tab. 2. Though CytoImageNet 
covers domain of microscopic images we didn’t observe 
any benefit from pretraining on it. 

Alternative methods to find the most informative 
region. As described in the previous section, maximum 
element column pooling selects the informative region of 
the fragment which is considered at the additional output 
of the designed architecture (the second output was added 
after the third Res-block). We carried out experiments 
with some other possible methods. 

Firstly, we compare “signed” maximum (Equations 1 
and 2) and absolute maximum for column selection. The 
Equations 4 and 5 describe absolute maximum element 
column pooling (denoted as “AMECP”).  

, , , ,, , argmax ,i j k i j kr c d  X  (4)  

  ,AMECP X : ,r cX X  (5) 

where r, c and d are indexes of the row, column and 
depth respectively of the input tensor X. 

The other approach involves attaching additional fully 
connected layer to each column; layer had 23 output neu-
rons and was shared across all the columns. This layer 
was optimized to minimize cross entropy loss during 
training. Minimal entropy of this additional predictor 
served as a signal of “informativeness” of the column and 
underlying image region. 

Tab. 3 shows the results of these experiments. Here, 
“Entropy” denotes minimum entropy pooling. 

Tab. 3. Classification accuracy depending on the most 
informative region choosing method (averaging over three 

training runs) 

Method Acc. (val), % Acc. (test), % MMA (test), % 
MECP 

(ResNet- MH) 
97.7 36.4 38.4 

AMECP 97.3 32.4 34.3 
Entropy 95.7 34.9 37.13 

As can be seen from Tab. 3, simplest maximum ele-
ment column pooling provides the highest accuracy, we 
use this method in further experiments with the Multi-
headed ResNet. 

4. Discussion 

Fig. 3a shows the variance and average classification 
accuracy for the ResNet-18 architecture and its modifica-
tions over 8 different training runs with different random 
seeds. Fig. 3b shows the MMA. As can be seen from 
Fig. 3, the ResNet-18 has the highest accuracy variance, 
while adding a dropout layer reduces it. Fig. 3b also 
shows that the MMA for the designed ResNet-MH 
(Fig. 2) is about 1 – 1.5 % greater than for other architec-
tures considered. 

 b)  
Fig. 3. Classification accuracy of different architectures 

comparison 

A confusion matrix of the ResNet-MH is shown in 
Fig. 4 (the class numbers correspond to the species num-
bers assigned in Tab. 1). We use the model that gives the 
best Top-1 accuracy on the test set (41.6 %) as an example. 

As can be seen from Fig. 4, 10 classes are completely 
misclassified. However, some of them are identified cor-
rectly within the genera (for example, class 9 Enterococ-
cus faecalis). It indicates the visual similarity of bacterial 
species within the same genera. Generalizing classes up 
to genera increases classification accuracy of this model 
to 64.06 %. 
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Fig. 4. ResNet-MH confusion matrix. Target classes are located 
along the vertical axis, classifier predictions are located along 

the horizontal axis, the recognition accuracy of the target 
class (%) is inside the cells. Bold lines indicate the 

"boundaries" of the bacterial genera 

However, there are the cases of incorrect classifica-
tion even among the genera, which results from the visual 
similarity of their images. For example, Fig. 5a shows a 
test image of the Acinetobacter pittii class, which was 
identified as of the Enterococcus faecium class, and 
Fig. 5b shows a training example of the Enterococcus 
faecium class for comparison. 

The visual strains variability within species affects the 
recognition accuracy. We expect that scaling dataset may 
significantly increase classification accuracy, but we con-
sider that under specified shooting conditions some spe-
cies may remain visually undistinguishable. 

a)  b)  
Fig. 5. Visual similarity of images of different genera: (a) 

Example of Acinetobacter pittii class;  (b) Example of 
Enterococcus faecium class 

After excluding from consideration the classes for 
which the recognition accuracy is less than 50 %, the 
recognition accuracy of the remaining 10 classes by the 
developed model reaches 83.6 % species-wise and 89.7 % 
genera-wise. 

Conclusion 

In this paper we design a bacterial classifier capable of 
generalization on new data, namely on new bacterial 
strains. The developed ResNet-MH architecture for the 
bacterial microscopic images analysis uses the additional 
output (second head), which makes it possible to analyze 
the micro- and macrostructure of images, extracting fea-

tures of both bacterial cells and bacterial clusters. The de-
signed maximum element column pooling ensures that the 
fragment of image with an empty background is ignored. 

To evaluate the classifier, a dataset of microscopic 
images of 23 bacterial species belonging to 11 genera was 
collected. Due to the high intraspecies visual variability 
of bacterial cells, we perform the strain-wise dataset split-
ting, while the random splitting has proved to lead to the 
neural network overfitting and low generalizing ability 
for new strains. Although in contrast to other published 
bacteria classification algorithms our recognition results 
are lower, we consider the case of complex bacterial 
strains visual variability and force the system to general-
ize on the new data. 

Our ResNet-MH achieves 41.6 % recognition accura-
cy species-wise and 64.06 % genera-wise, which is higher 
than other classification methods tested. Moreover, the 
recognition accuracy reaches 83.6 % for the 10 most vis-
ually stable species. 

In the future, we are planning to expand the dataset 
and improve the developed method, by additional use of 
image segmentation methods. 
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Appendix A 

Choosing a classifier architecture 
Convolutional neural networks show advantage in recognizing images with homogeneous microstructure compared 

to transformers [35]. 
Further analysis of related works does not give unambiguous recommendations on architecture choice, as they did 

not consider the problem of classification of a large number of bacterial species that were not prepared as microscopic 
slides (preparations). Hence, four widely used convolutional neural networks are further considered to assess their ap-
plicability in bacteria classification: MobileNetV2 [35], ResNet-18 and ResNet-50 [22], EfficientNet-B7 [36]. A hybrid 
ResNet-SVM classifier was also tested, as SVM is successfully applied in related works, such as in [7, 9], and we ex-
pected it to provide good generalization abilities on our comparatively small dataset. 

The advantages of MobileNetV2 are its "compactness" in terms of the number of weights; it also has higher computational 
speed compared to the other architectures considered [35]. Resnet-18 is also relatively compact network, while Resnet-50 is 
wider and deeper. The EfficientNet-B7 is the largest considered architecture that belongs to the class of EfficientNet architec-
tures, which reduce computational complexity by scaling all dimensions of depth, width and resolution [36]. 

The support vector machine was trained on pre-extracted image features extracted from the last convolutional layer 
of the 4th Res-block of the ResNet-18 after applying the global pooling. The ResNet-18’s weights reaching the best ac-
curacy of 30.3 % on the test set were chosen. However, ResNet-SVM classification accuracy dropped to 26.4 %. If we 
used ImageNet pretrained features, then SVM accuracy dropped even further. 

The resolution of the input images was adjusted as a hyperparameter in accordance with the available computing re-
sources, and for all models was set as 512×512 pixels. The classification results are shown in Tab. 4.  

Tab. 4. Classification accuracy of different architectures (averaging over three training runs), input image size is 512×512 pixels 

Model Acc. (val), % Acc. (test), % MMA (test), % 
MobileNetV2 97.5 27.9 33.02 

ResNet-18 97.2 30.15 36.9 
ResNet-50 98.7 29.9 31.4 

EfficientNet-B7 95.5 31.6 32.28 
Resnet-SVM - 26.4% - 

It should be reminded, that the validation set consists of examples of the same strains that are in the training set, while the 
test set contains only new strains. As can be seen from Tab. 4, all the considered models achieve a rather high classification 
accuracy at the training and validation phases (over 95 %). However, the accuracy of these models is much lower during the 
testing phase. The high classification accuracy on the validation set proves that examples within the same strain have lower 
visual variability, which allows algorithms to extract features and dependencies in them. At the same time, low accuracy on 
the test set indicates the significant visual variability among strains of the same species (Fig. 1). 

According to results obtained, the EfficientNet-B7 reaches the highest classification accuracy. However, the compu-
ting resources available allow us to increase the size of the input image for other architectures, which, as will be shown 
below, improves recognition accuracy. Such image scaling was not possible for EfficientNet-B7, so all further experi-
ments are carried out with the ResNet-18 model, which achieved best MMA and second best average test accuracy. 

Color mode and image resolution effect on classification accuracy 
As can be seen from Fig. 1, images of different bacterial species and strains have different colors; accordingly, this 

feature must be excluded by converting all images in the dataset to grayscale. In addition, there are also differences in 
saturation, brightness and contrast of the images. To prevent the classifier overfitting on these parameters we used 
brightness and contrast augmentation. 

To estimate color mode effect on the classification accuracy, the ResNet-18 model was trained and tested on the 
original (colored) dataset and on a modified (grayscale) one. The results obtained on the grayscale dataset applying 
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brightness and contrast augmentation exceed the ones on the colored dataset by 10 %: average accuracy on the test set is 
34.47 % and MMA on the tests set reaches 36.9 %. 

Optimal resolution choice of the input image may help to increase recognition accuracy. For this purpose, we trained 
three models of the ResNet-18 processing input images of various sizes: 512×512, 704×704, 1024×1024 pixels. Note, 
that an image of any resolution can be fed to the network since the ResNet uses a global average pooling operation be-
fore the fully connected layer, which works with a tensor of any size. The higher resolution provides better accuracy, 
e.g., while the MMA on the 512×512 pixel images is 30.3 %, on the 1024×1024 pixel images it reaches 36.9 %. Thus, 
for further experiments, the resolution of 1024×1024 pixels for the input images is used. 
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